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R. S. Basu 
J. V. Sengers 

Institute for Physical Science and Technology, 
University of Maryland, 

College Park, MD 20742 

Viscosity of Nitrogen near the 
Critical Point 
The viscosity of fluids exhibits an anomalous enhancement near the gas-liquid critical 
point. It is shown that the behavior of the viscosity of nitrogen as observed experimentally 
by Zozulya and Blagoi is consistent with current theoretical predictions. An equation is 
proposed for the viscosity of nitrogen that incorporates the observed critical enhancement 
in the viscosity near the critical point. 

Introduction 

Many thermophysical properties exhibit an anomalous behavior 
in the vicinity of the critical point. For instance, the isothermal 
compressibility, the thermal expansion coefficient and the specific 
heat of fluids all diverge at the gas-liquid critical point. During the 
past years considerable progress has been made in developing equa­
tions of state that characterize the thermodynamic behavior of fluids 
near the critical point [1]. Anomalous effects are also encountered 
when one studies the behavior of the thermal conductivity and the 
viscosity of fluids near the critical point [2], The present paper is 
concerned with the formulation of a quantitative description of the 
critical enhancement in the shear viscosity of fluids near the gas-liquid 
critical point. 

The critical point is a point of marginal thermodynamic stability. 
In the vicinity of the critical point, large-scale density fluctuations 
are present in the fluid. The spatial extent of these fluctuations may 
be characterized by a correlation length £. Near the critical point this 
correlation length becomes much larger than the intermolecular 
distances and the intermolecular interaction range, and the behavior 
of the fluid becomes that of a system of clusters. States in the vicinity 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, San Francisco, California, December 10-15, 1978 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by 
the Heat Transfer Division Sept. 7,1978. Paper No. 78-WA/HT-38 

of the critical point correspond to different cluster sizes and the dif­
ferent thermodynamic states can be interrelated by scaling laws. 
Moreover, the properties of a system of clusters become independent 
of the microscopic nature of the constituent particles. This principle 
is commonly referred to as critical-point universality [3]. From a 
practical point of view, universality of critical behavior implies that 
the same methods can be used to correlate thermophysical property 
data of a large number of fluids near the critical point. 

The thermal conductivity exhibits a critical enhancement in a large 
range of densities and temperatures around the critical point [4]. In 
recent years equations representing the critical enhancement of the 
thermal conductivity of fluids, including nitrogen, have been for­
mulated [5, 6]. 

Unlike the thermal conductivity, the critical enhancement of the 
viscosity of fluids is restricted to a narrow range of temperatures near 
the critical temperature. While a critical enhancement in the thermal 
conductivity of fluids has been noticed up to temperatures 20 percent 
above the critical temperature, the critical enhancement in the vis­
cosity of fluids like nitrogen only appears at temperatures less than 
three percent from the critical temperature. Nevertheless, both the­
oretical and experimental evidence indicate that the shear viscosity 
diverges at the critical point. Because of the large compressibility, 
experimental methods, such as the capillary flow method for mea­
suring the viscosity, become inaccurate in the critical region. More­
over, the viscosity is often measured as a function of pressure, and 
additional inaccuracies are introduced in converting the experimental 
pressures into densities. Nevertheless, careful experiments for such 
fluids as carbon dioxide [7, 8] argon and ethane [9], steam [10], eth­
ylene [11] and nitrogen [12] have now definitely established the ex-
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istence of a critical enhancement in the viscosity of fluids near the 
gas-critical point. 

In Fig. 1 we show schematically the viscosity y as a function of the 
density p at a temperature T slightly above the critical temperature 
Tc. In order to describe the viscosity in the critical region, we separate 
r\ into a normal or background viscosity rj{p, T) and a critical en­
hancement or anomalous viscosity A?/(p, T) 

i\ = r\ + AJ; (1) 

Outside the critical region, the viscosity t\ is to be identified with the 
normal viscosity ij. Inside the critical region, ij is defined empirically 
by extrapolating the behavior of the normal viscosity outside the 
critical region into the critical region. The normal viscosity r\ may in 
turn be written as 

v(p,T) = r,0(T) + Ve(p,T) (2) 

where ijoCH is the viscosity in the limit of low densities and where »)e (p, 
T) is commonly referred to in the engineering literature as excess 
viscosity. The excess viscosity is a slowly varying function of tem­
perature and increases monotonically with density [13, 14]. The 
separation of the total viscosity in the critical region into a normal and 
an anomalous part is analogous to the separation of the thermal 
conductivity X into a normal thermal conductivity X(p, T) and an 
anomalous thermal conductivity AX(p, T) introduced in previous 
publications [2, 4] 

X = X + AX (3) 

In formulating an equation for the viscosity in the critical region 
we are guided by the following principles: 

a The asymptotic behavior of the equation upon approaching the 
critical point should be consistent with current theoretical predic­
tions. 

b The equation should reproduce currently available experi­
mental data for the critical enhancement within their experimental 
accuracy. 

c The equation for the critical viscosity enhancement should be 
consistent with the equations for the thermodynamic properties and 
the thermal conductivity of the fluid near its critical point. Such 
consistency is required for the calculation of properties such as the 
Prandtl number which involve both thermodynamic and transport 
properties. 

d The equation should connect smoothly the critical behavior 
inside the critical region with the normal behavior outside the critical 
region, so that the equation can be incorporated into a comprehensive 
equation for the viscosity. 

e Within these requirements we try to formulate an equation that 
is easy to use in practice. 

Zozulya and Blagoi have made an extensive experimental study of 
the viscosity of nitrogen near the critical point [12]. They measured 
the viscosity as a function of density by determining the period and 

/ / / / / / / s 

Ar 
/ / 

ve 

Vo 

< / ° C ' T 

(pcJ) 

V(Pc>T 

(T) 

Density p 

Fig. 1 Schematic representation of the viscosity as a function of density at 
a temperature slightly above the critical temperature 

damping of the rotational oscillations of a stack of disks. Thus ni­
trogen is a possible fluid for testing the applicability of a proposed 
equation for the anomalous behavior of the viscosity near the critical 
point. 

While the thermal conductivity X can indeed be conveniently de­
composed into the sum of a normal contribution X and a critical en­
hancement AX in accordance with (3), experiment [2,15] and theory 
[16,17,18] indicate that the critical viscosity enhancement is multi­
plicative rather than additive. That is, the critical viscosity en­
hancement A?;, as defined in (1), is itself proportional to the viscosity 
rj in the absence of the critical fluctuations. Since the viscosity of 
liquids is larger than that of gases, the multiplicative nature of the 
anomaly also explains in retrospect why the critical viscosity en­
hancement of binary liquids near the consolute point was discovered 
experimentally much earlier [15]. Thus, rather than Arj, we shall 
consider in practice the relative critical enhancement Aij/rj or the 
viscosity ratio i)/tj. Experiments indicate that the viscosity ratio jj/?j 
is larger than unity in a range around the critical point bounded ap­
proximately by 

\(p-Pc)/Pc\ <0.25, \(T-TC)ITC\ <0.03 (4) 

Theoretical Remarks 
Upon approaching the critical point the relaxation rate of the 

large-scale fluctuations tends to zero. This phenomenon is known as 
the critical slowing down of the fluctuations. Because of the interac­
tion between hydrodynamic modes, the critical slowing down of the 
fluctuations leads to anomalous behavior of various transport prop-

=Nomenclature-

B = critical amplitude of coexistence curve 
cp = specific heat at constant pressure, J 

kg- iR" 1 

c„ = specific heat at constant volume, J 
kg- iR- 1 

Ei, Ei = parameters in critical region equa­
tion of state 

k = Boltzmann's constant, 1.38066 X lO"23 

J R - i 
KT = p-l(dp/dP)T, Pa" 1 

q = constant in viscosity equation 
P = pressure, Pa 
Pc = critical pressure, 3.398 X 106Pa 
T = temperature, R 
Tc = critical temperature, 126.20K 

AT* = (T - Tc)/Tc 

x = ATVlAp*! 1 ^ 
XQ = —x when p = pcxc 

fl = critical exponent of coexistence curve 
7 = critical exponent of xr* 
r = critical amplitude of x r* 
i) = shear viscosity, Pa.s 
rj = normal shear viscosity, Pa.s 
)jo = shear viscosity at low density, Pa.s 
ije = excess shear viscosity, Pa.s 
AT; = critical viscosity enhancement, Pa.s 
X = thermal conductivity, W m _ 1 R _ 1 

X = normal thermal conductivity, 
W m - i R - 1 

AX = critical thermal conductivity enhance­

ment, W m - ' K - ' 
A = constant in thermal conductivity equa­

tion 
v = critical exponent of correlation length 
£ = correlation length, m 
£o = critical amplitude of {, m 
P - density, kg/m3 

pc — critical density, 314 kg/m8 

Pcxc = density at coexistence boundary, 
kg/m3 

Ap* = (p - pc)lpc 

4> = critical exponent in viscosity equation 
XT = P 2 R T = symmetrized compressibility, 

k g ^ i - y - 1 

x r * = XTPC/PC2 
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erties [16-18]. In fluids the property most directly affected is the 
thermal diffusivity A/pcp which measures the decay rate of the en­
tropy fluctuations [4]. Identifying the thermal diffusivity with the 
diffusivity of clusters with radius £, one concludes that the thermal 
diffusivity will vanish in inverse proportion to the correlation length 
f [19]. Since the specific heat cp diverges approximately as £2, it follows 
that the thermal conductivity X diverges upon approaching the critical 
point. More specifically, the critical enhancement AX may be repre­
sented by [4] 

AX; -kTp(cp - c„) XT (5) 
A kT2 / d P 

Giri]!; ' "' Gwril; p2 VdT 

where XT = P2KT is a symmetrized isothermal compressibility to be 
discussed in the next section. In the original theory the coefficient A 
in (5) was approximated by unity [16], but further investigations have 
indicated that it may be slightly larger than unity [5, 20-23]. 

As a consequence of the strong coupling between the thermal dif­
fusive mode and the viscous mode, the critical slowing down of the 
fluctuations also causes a weak anomalous behavior of the shear vis­
cosity r\. A simplified theoretical treatment indicates that the relative 
critical enhancement Ari/rj will diverge as [16, 24, 25] 

i} loir-* 
(6) 

Here q is an undetermined system-dependent constant which arises 
in the theory as a cut-off wave number when integrating over the 
fluctuations with various wave numbers. A more detailed investigation 
of the equations governing the coupling of hydrodynamic modes in­
dicates that q will in fact be a slowly varying function of density and 
temperature. Generalizing an argument presented by Oxtoby and 
Gelbart [25], an order of magnitude estimate for q may be obtained 
from 

kTp(cp - cv) 

87njX£2 

kT2 

VdT/D 

XT 

I2 
(7) 

8ir) jXp2 

A preliminary analysis of the experimental data does indicate a 
divergent behavior of the viscosity which is close to logarithmic [2, 
19]. More recent theoretical investigations indicate that the viscosity 
exhibits a slightly more general power law divergence proportional 
to £*, where $ is a universal exponent independent of the nature of 
the fluid [18]. The simplified theoretical expression (6) may be re­
written in the form of a power law by noting that 

1 + In (<??)* =* (</£)* (8) 

where <j> = 8/15ir2 = 0.054. Several alternative attempts have been 
made to calculate the exponent (j> from theory. The theoretical values 
currently available span the range [17,18, 26] 

0.054 < <b < 0.065 (9) 

Correlat ion Length and Compressibility 
In the preceding section, the critical enhancement of the transport 

properties was related to the correlation length £ which diverges upon 
approaching the critical point. As a next step we relate this correlation 
length to the compressibility, thus providing consistency between the 
equations for the transport properties and the equation of state in the 
critical region. 

Rather than the compressibility KT = p~1(dp/dP)r, we consider 
the quantity XT = P2KT introduced in the previous section. The 
reason is, that unlike KT, XT is a symmetric function of Ap* in the 
critical region [1, 27]. We refer to x r as the symmetrized compress­
ibility. In terms of reduced units, XT* in the critical region can be 
represented by a scaled equation of the form [1, 27] 

XT*-1=\&p*\y/fl\h(x)--h'(x)} (10) 

where h'(x) = dh{x)/dx. The variable x is defined as 

AT* 

lAp*! 1 ^ 
(11) 

with AT* = (T - Tc)/Tc and Ap* = (p - pc)/pc. The exponents 0 and 
7 are the critical exponents for the coexistence curve 

Ap* = ± S | A T * | " (p = Pcxc, T < Tc) (12) 

and for the power law behavior of XT* along the critical isochore 

, XT* = r | AT*| ~y (p = pc, T>TC) (13) 

An explicit, though approximate, expression for the function h (x) 
was proposed by Vicentini, et al. [28]. 

X\20"|(7-l>/20 

to ' L \ xj 

where E\, E<L and *o are constants. This equation has been referred 
to either as NBS equation [27] or MLSG equation [1, 29]. The con­
stant xo is chosen such that at coexistence x = —xo which implies in 
accordance with (12) 

h(x) "•('•=)[»*v+=rr*' '-

B = x0-f (15) 

The constant E\ is related to the amplitude T in (13) by 

r = x0V£i£2 (T-1) /2<J (16) 

The principle of critical-point universality predicts that the critical 
exponents, such as /3 and 7, and the function h(x) are universal, i.e., 
the same for all fluids, except for the two system-dependent scale 
factors B and T, or equivalently, XQ and E\ [1, 30], 

At the critical isochore the correlation length diverges as 

£ = £o|AT*| (p - Pc, T > Tc) (17) 

In order to evaluate the correlation length at densities different from 
the critical we use an approximate expression introduced previously 
[1] 

f = io(XT*lT)"h (18) 

The critical exponent v for the correlation length is related to the 
thermodynamic exponents (1 and 7 by the hyperscaling relation [1] 

v = (2/3 + 7 ) /3 (19) 

The scale factor £0 for the correlation length can be related to the 
thermodynamic scale factors B and V by [1, 31] 

h(B2Pc/TkTc)^ = R (20) 

where R is a universal constant whose value is approximately equal 
to 0.7. 

The validity of the scaling laws with universal critical exponent 
values predicted by the theory is restricted to a very small temperature 
range AT* < 10~4 near the critical point [3]. Nevertheless, in the re­
gion of the critical enhancement of the viscosity, given by (4), a rea­
sonable practical approximation is obtained by using a scaled equation 
of state with effective exponents [1, 27]. Effective critical region pa­
rameters, which specify the scaled equation of state (10) as well as the 
correlation length (18) for a large number of fluids, were presented 
in a previous publication [1]. The parameters needed for nitrogen are 
reproduced in Table 1. 

T a b l e 1 Cr i t i ca l r e g i o n p a r a m e t e r s for n i t rogen 

Critical parameters 
Pc = 3.398 X 106Pa 
pc = 314.0 kg/m3 

Tc = 126.20K 
Critical exponents 

0 = 0.355 
7 = 1.190 
v = 0.633 

Equation of state parameters 
xo = 0.164 
Ei = 2.17 
E2 = 0.287 

Correlation length scale factor 
|o = 1.6 X 10-
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We do not know a priori how close to the critical point the viscosity 
will approach the conjectured asymptotic behavior (8) with an ex­
ponent value ij> predicted by theory. In fact, some of the more recent 
theoretical estimates [26] assume A?; » jj, a condition not satisfied 
in.the range where experimental viscosity data are currently available. 
Our procedure here is to relate the viscosity to the correlation length 
as deduced from the equation of state and allow for an effective ex­
ponent <j) to be deduced from the viscosity data. 

Viscos i ty of N i t r o g e n 
The viscosity of nitrogen near the critical point has been measured 

by Zozulya and Blagoi [12]. They determined the viscosity as a 
function of density along 14 different isotherms covering the range. 
126.16K < T < 135.00K. The critical temperature was estimated as 
Tc = (126.21 ± 0.01)K. A critical enhancement of the viscosity was 
observed in a temperature range of about 3K above the critical tem­
perature and at densities between 250 kg/m3 and 375 kg/m3. 

From (1) and (2) it follows that the viscosity may be decomposed 

v{p, T) = „0(T) + r,e(P, T) + ATJIP, T) (21) 

The viscosity rm(T) of dilute nitrogen has been tabulated by Hanley 
and Ely [32]. In the small temperature range where the anomalous 
behavior of the viscosity is observed, the temperature dependence 
of the normal excess viscosity y\e (p, T) is negligibly small. Zozulya and 
Blagoi report original experimental viscosity data at temperatures 
T = 126.21K, 127.00K, 128.00K, 130.00K and 135.00K. At 130K and 
135K, the critical enhancement A?j has vanished completely, and the 
data at these temperatures may be used to determine ije (p, T) =* tje (p). 
In addition, Zozulya and Blagoi report values for the critical en­
hancement Av at 126.16K, 126.18K, 126.20K, 126.22K, 126.24K, 
126.26K. Using (21) we have reconverted these data into estimated 
values for the viscosity y\ itself. 

In order to analyze the experimentally observed critical enhance­
ment in terms of the conjectured behavior ?;/); = (<?£)*, we need an 
explicit equation for the normal viscosity 

v(p,T) = V0(T) + r,e(p,T) (22) 

Such an equation has been formulated by Hanley, McCarty and 
Haynes [6]. For a full description concerning the form of this equation 
and the constants used, the reader is referred to the paper by Hanley, 
et al. [6]. A comparison of the viscosity values predicted by this 
equation and the experimental data reported by Zozulya and Blagoi 
[12] at T = 135K is presented in Fig. 2. The agreement is not perfect, 
but the deviations are within the claimed accuracy of two percent of 
the experimental data. The equation is therefore considered adequate 
for our purpose, and we have used it to convert the experimental 
viscosity data into viscosity ratios rjlrj. 

The viscosity ratios ti/rj, thus obtained near the critical point, are 
plotted in Fig. 3 as a function of the correlation length £ evaluated by 
the method described in the preceding section. We note that on a 
double logarithmic scale the data do approach a straight line within 
the scatter of the data upon approaching the critical point. The slope 
of this line yields the exponent <j> and the intercept with the £-axis the 
constant q - 1 . 

Since the viscosity diverges at the critical point, a quantitative 
analysis is somewhat sensitive to the value adopted for the critical 
temperature Tc. This value affects AT* in (11) and, hence, the value 
calculated for the correlation length in (8). We examined variations 
in Tc to determine its influence and found that the best results were 
obtained with Tc = (126.201 ± 0.004)K; this value is in good agree­
ment with the value Tc = 126.20K found by other investigators 
[33]. 

Having determined the critical temperature, the experimental 
viscosity data were fitted to 

i)(<7?)* (23) 

Therefore, in determining 0 and q we restricted ourselves to the data 
points sufficiently close to the critical point for which £ > 30 X 10~10 

m. In fitting the viscosity data we attributed an uncertainty a = 0.015 
?) to the experimental values. The values thus obtained for the pa­
rameters $ and q, together with the value adopted for Tc, are listed 
in Table 2. The value of 0.057 ± 0.007 found for the exponent 0 is in 
good agreement with the exponent values predicted theoretically (cf. 
(9)). A theoretical estimate for the magnitude of the parameter q may 
be obtained from (7). For this purpose XT* and { were calculated by 
the method described in the preceding section, the normal viscosity 
rj and normal thermal conductivity X were estimated from the equa­
tions proposed by Hanley, et al. [6] and (dP/dT)p from the equation 
of state proposed by Jacobsen and Stewart [33]. The values thus ob­
tained for ( j - 1 vary between 22 X 10~10m and 31 X 10~10m in the range 
of densities and temperatures of interest, to be compared with the 
value q _ 1 = 22 X 10_10m deduced from the experimental viscosity 
data. Keeping in mind that the theoretical estimate (7) for q is an 
approximate one, we conclude that the critical viscosity enhancement 
as observed by Zozulya and Blagoi is consistent with current theo­
retical predictions. 

In order to obtain an equation that incorporates the appropriate 
critical viscosity behavior and the normal viscosity behavior outside 

Fig. 2 The viscosity of nitrogen as a function of density at T = 135 K. The 
circles indicate the experimental data reported by Zozulya and Blagoi [12] 
and the curve represents the data predicted by the equation of Hanley, et al. 
[6] 
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using <l> and q as adjustable parameters. For the asymptotic behavior 
to be applicable, the correlation length £ must be larger than q_ 1 . 

Fig. 3 Log-log plot of r)/rj as a function of the correlation length £. The in­
tercept of the straight line with the £-axis gives q~1 and the slope gives the 
exponent 4> 
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the critical region, we propose 

v = v, 

for qi > 1 

for qi < 1 (24) 

with 4> = 0.057, q~l = 22 X 10~10m and where jj(p, T) is calculated 
from the equation proposed by Hanley, McCarty and Haynes [6]. 
Equation (24) is chosen so that the critical behavior goes over into the 
normal behavior without a discontinuity in ?j. 

In Fig. 4 the viscosity of nitrogen is plotted as a function of density 
at a number of temperatures. The data points indicate the experi­
mental data obtained by Zozulya and Blagoi and the curves represent 
the values calculated from (24). A plot of the normalized deviations 
()7exp ~* t)calc)/c is presented in Fig. 5. It is concluded that the equation 
reproduces the experimental data in the critical region within two 
standard deviations. The small systematic deviations at larger den­
sities p « 400 kg/m3 correspond to data outside the critical region. 
They reflect small systematic differences between the equation of 
Hanley, et al. and the experimental data outside the critical region. 

D i s c u s s i o n 
The critical viscosity enhancement observed by Zozulya and Blagoi 

for nitrogen is consistent with current theoretical predictions. The 
critical behavior of the viscosity can be incorporated in an equation 
for the normal viscosity if outside the critical region by the simple 
approximation 

•• rj(qQ* for qi, > 1 (26) 

with the values of q and d> as given in Table 2. 
According to theoretical predictions [18], the exponent 0 is assumed 

to be universal for fluids near the gas-liquid critical point and binary 
liquids near the consolute point. We therefore conjecture that equa­
tion (26) will be suitable to represent the viscosity of other fluids near 
the critical point as well, provided that q is treated as an adjustable 
parameter depending on the particular fluid under consideration. In 
fact, a preliminary analysis [34] indicates that equation (26) with 
about the same value of <j> and a suitably chosen value of q can be used 
to represent the critical viscosity enhancement of steam as measured 
by Rivkin, et al. [10]. 

It should be noted that equation (6), which is closely similar to 
equation (26), has been used by D'Arrigo, et al. to analyze the critical 
viscosity enhancement of binary liquids as a function of temperature 
and concentration [35]. They find good agreement for large values of 
qi, but deviations for intermediate values of g£. Since the critical' 
viscosity enhancement AJJ of fluids near the gas-liquid critical point 
is appreciably smaller than that of binary liquids near the consolute 
point, use of equation (26) for all values qi > 1, would seem to rep­
resent an adequate first approximation. 
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An Experimental Study of 
Thermally-Induced Flow Oscillations 
in Supercritical Helium1 

The density wave stability boundary has been experimentally detei mined for supetcnti 
cal helium flowing in a long (L = 185 m), heated channel of high aspect tatio (L/d = 46 
(10)4) A pressure drop ratio and the fluid expansion ratio correlate the oscillation incep­
tion point data The growth of enthalpy (temperatui e) pel tw bations in a heated channel 
has been experimentally verified During the density wave oscillation, the channel exit 
temperature and inlet mass flow were observed to be in phase, and the oscillation penod 
was close to twice the fluid ti ansit time All three observations agi ee with a simple incom­
pressible flow model Oscillation amplitudes as great as 11 K and 100 pet cent of inlet flow 
were observed 

Introduction 

This study of the stability of supercritical helium flowing m a 
heated channel was prompted by an interest in superconducting 
power transmission lines [1] These lines will typically be cooled by 
supercritical helium over the temperature range of 6 to 10K and at 
pressures up to 15 bar They are characterized by a high aspect ratio 
(L/d ~ 105) and by a low heat flux (q « 10 _ s W/cm2) Of the various 
flow instabilities descubed by Boure, et al [2], the density wave in 
stability has been considered the most common and likely to occur 
It is this instability that was observed and studied in our work 

In the density wave instability, temperature (density) disturbances 
move down the heated channel at the fluid velocity, producing flow 
and temperature oscillations with a frequency of approximately 1/27 
The amplitude of these temperature oscillations can be seveial Kelvin 
or more, making operation of the high current superconductor haz 
ardous, if not impossible This hazard results because if the supei 
conductor warms to its transition tempeiature (the temperature at 
which it becomes normal or nonsuperconductmg), laige quantities 
of electa ical eneigy will be dumped into the conductor due to the 
discontinuous jump in its resistivity At best, an unacceptable loss of 
service would occur Rupture of the coolant channel due to rapid 
warming of the helium might also occur 

At ambient temperature and above, density wave oscillations have 
been studied extensively in recent years [2-4], but relatively little 

1 This work was performed at the National Bureau of Standards under the 
sponsorship of the Department of Energy, Contract EA 77 A 01 6010 

Contributed by the Heat Transfer Division for publication m the JOURNAL 
OF HEAT TRANSFER Manuscript received by the Heat Transfer Division, 
March 13,1978 

experimental work has been reported for cryogenic fluids [5,6] Jones 
and Peterson [7] have recently reported on a numerical analysis of 
supercritical helium flow stability using an exact equation of state, 
and Zuber [8] and Friedly, et al [9] have analyzed supercritical sys 
terns using an approximate two zone equation of state The effort 
reported here is, to our knowledge, the first experimental woik on 
density wave oscillations in supercritical helium 

It is clear from these studies that the density wave instability is a 
system instability which is characterized not only by the conditions 
in the heated section, but by the boundaiy conditions as well Thus 
control and measurement of the supply pressure and temperature and 
of the inlet and exit flow impedances are essential to a meaningful 
study 

The primary goals of this work were to observe the natui e of density 
wave oscillations in supercritical helium and to define the stability 
boundary so that the safe operating region for supercritical helium 
might be known Propagation of heat pulses or thermal waves (local 
temperature spikes or disturbances) was also studied, both as an aid 
to understanding the nature of density wave oscillations, and because 
of an interest in the waves themselves Analysis of superconducting 
to normal zone propagation in helium cooled superconductors le-
quires detailed knowledge of such thermal wave propagation As a 
by product of this study, the hydraulic resistance of supercritical 
helium was also measured [10] 

Experimental 
Fig 1 is a schematic of the apparatus The 185 m long test section, 

which is wound in a 775 mm diametei helical coil, is fabricated from 
5 lengths of 3 99 mm ID X 0 41 mm wall, type 304 stainless steel 
tubing It is shielded by both an outer radiation shield cooled by liquid 
nitrogen and by an inner shield cooled by the helium exhausted from 
the test section The resulting heat leak to the test section is less than 
1 watt It is heated by passing current through the tube wall, giving 
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uniform wall heat flux and stray current paths are eliminated by di­
electric joints. The aspect ratio (L/d) is 4.6 (10)4 and the helix to tube 
diameter ratio is 194. The resulting increase in hydraulic resistance 
due to the curvature is about 10 percent [10,11]. 

The operating range in these experiments was: 
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0.32 - 0.58 g/s 

21 - 38 cm/s 

3.2(10)4-6.2(10)4 

0 - 1 5 

choked flow at exit (position e, Fig. 1) 

For reference, the helium critical point is 2.22 bar and 5.2 K. The ratio 
of the fluid to wall heat capacity, (pAcCp)He/(pAcC)w, is about 450 
at 4 K and 140 at 10 K. 

Instrumentation. Pressures are measured with variable reluc­
tance and capacitance pressure transducers operating at ambient 
temperature. Temperatures are measured with germanium resistance 
thermometers which measure the temperature of the copper couplings 
between tubing lengths. The coupling-to-helium temperature dif­
ference is estimated to be 0.01 K or less. The installed thermomenter 
response time is estimated to be one second or less. The inlet flow is 
measured by a sharp-edged orifice (diameter = 1.3 mm) which was 
calibrated in situ against the ambient temperature thermal type mass 
flowmeter during steady flow. The total uncertainty in the mea­
surements is estimated to be: Pi, 0.5 percent; APo-i 3 percent; APi_6, 
200 Pa, test section temperature, 0.02 K, inlet mass flow rate, 3 per­
cent, ambient (discharge) flow rate 0.5 percent. 

Data are collected with a mini computer which gives "real time" 
conversion of all instrument channels to physical parameters (P, T, 
rh, etc.). A strip chart records the wave form. 

Procedure. Because stable inlet boundary conditions were con­
sidered essential to a meaningful study, we held the conditions at 
point a (Fig. 1) constant during a particular test. This is equivalent 
to a near zero supply impedance. Typically, the pressure (controlled 
by the cold PRV [12]) was constant to within a few thousandths of a 
bar, and the temperature (controlled by the heater-controller), was 
constant to within a few hundredths K for all but the most severe 
oscillations. 

Density wave oscillations were induced by two methods. The usual 
technique was to gradually increase the test section heating in a series 
of steps while holding the inlet valve position fixed, and adjusting the 
exit valve to maintain a constant inlet mass flow rate. In the alter­
native technique, which was used to obtain high values of the fluid 
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expansion ratio, R, and the pressure drop ratio, \p, the heating was 
increased to give the desired fluid expansion ratio. Then the inlet valve 
was opened (reducing the supply impedance) until oscillations oc­
curred. 

Selection of a stability criterion, i.e., defining the oscillation in­
ception point, was something of a problem. Because of the low fre­
quency of the oscillations, typically 1.5 to 3.5 mHz, more than an hour 
was required to follow as few as six or ten cycles. As an unstable op­
erating point was approached, damped or weak oscillations were in­
duced (and observed for five to ten cycles) by perturbations associated 
with changing the operating conditions. Thus five or six hours were 
required to obtain each stability point, and the time required to obtain 
true steady-state would have been at least several times as long—truly 
prohibitive in both helium and manpower costs. Instead of defining 
the inception of flow instability as the break in the steady-state curve 
of flow fluctuation versus heating rate [3], we settled on similar criteria 
which include a qualitative judgment about the growth or decay of 

.Nomenclature. 

Ac = cross-sectional area 
As = channel surface area 
C = specific heat 
Cp = specific heat at constant pressure 
d = channel diameter 
/ = oscillation frequency 
h = specific enthalpy 
L = channel length 
rh = mass flow rate 
p = pressure 
P = wetted perimeter of channel 
q = wall heat flux 
Q = total channel heat transfer rate 
R = expansion ratio, Aui~g/ui = Avbd/vb 

pud 
Re = Reynolds number, 

M 

t = time 
T = temperature 
u = velocity 
v = specific volume 
x = longitudinal position along channel 
M = viscosity 
f = dimensionless position of the transposed 

critical 
T = fluid transit time 
p = density 

y> = pressure drop ratio, 
APab + APbc 

&Pcd + APde 

fl = rate of fluid expansion, 
Ac \dh/p 

Subscripts 
a-f = positions indicated in Fig. 1 
c = position of the transposed or pseudo 

critical point—location varies with oper­
ating conditions. 

h = heated 
He = helium 
I = inception point of oscillation (stability 

boundary) 
m = measured 
t = transposed critical point 
u = unheated 
w = wall 
0-6 = instrument positions indicated in Fig. 

1. 
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an oscillation. We define the following three flow classifications, 
quantified from our original intuitive judgments of the inception of 
instability. 

Classification Amplitude 
(Am/m)0 AT6 

Stable <4 percent <0.2 K 
Marginal >3 percent and <10 percent >0.15 K and <0.26 K 
Unstable >9 percent >0.27 K 

In case of growth or decay of the oscillation, the amplitude listed 
is for the end of the observation period, usually six to ten cycles. The 
apparent overlap of the criteria is eliminated when both flow and 
temperature are considered. It is interesting to note that our criteria 
agree well with inception criteria for Freon 113 [3], where inception 
typically occurred at flow disturbances of about five percent of the 
mean flow. 

Results and Discussion 
General Observations. Initial difficulties experienced in ob­

taining steady inlet conditions suggested that a supply system which 
allows variation of the temperature of the fluid arriving at point a (Fig. 
1) can have a destabilizing effect. For example, in flow studies which 
use a helium refrigerator as the supply, Hoffer and Dean [13] report 
multiple "reflections" of thermal waves off the final refrigerator heat 
exchanger. 

The period required for the heated line to achieve steady-state after 
a change in operating conditions appeared to be many fluid transit 
times on some occasions, and on one occasion a combination of inlet 
flow drift and a slowly damped oscillation resulted in a severe ex­
cursion to zero inlet flow. It is not clear whether or not this was a true 
excursive (Ledinegg [2]) instability since calculations by Arp [14] 
indicate that this instability is not possible under the conditions of 
our experiments. In any case, the temperature perturbations which 
accompany such flow disturbances are unacceptable for supercon­
ducting applications, and their occurrence points to the need for active 
flow control in some cases. 

Because the response time of large aspect ratio lines is much greater 
than normally encountered, care is necessary regarding assumptions 
of steady-state or assumptions of equal flow in and out. This is espe­
cially true following a change in operating conditions, e.g., an increase 
in the heat load. Expansion of the resident fluid can cause a large 
temporary imbalance in the inlet and exit flows, and failure to 
maintain the inlet flow by adjustment of the exit valve (or inlet re­
striction if appropriate) can result in high amplitude density wave 
oscillations—even under conditions which are stable for sustained 
oscillations. Although these oscillations may be damped, they are none 
the less damaging if the initial temperature excursion exceeds the safe 
operating limit. 

In view of this difficulty in changing the heating rate without in­
ducing a significant flow (mo) and temperature (T$) perturbation, the 
disturbance required to trigger an oscillation was always present. 
Thus, an experiment generally comprised a series of progressively less 
damped oscillations with the final oscillations being either sustained 
or growing. The mode of operation usually gave only a single large 
sustained disturbance which set the system oscillating at its charac­
teristic frequency. Disturbances of short duration gave spikes su­
perimposed on the basic wave form. 

Heat Pulse Behavior. There are two principle features of the 
density wave oscillations we observed in supercritical helium. One 
feature concerns the effect of the exit density on the flow and the re­
sulting phase lag between the inlet and exit mass flow rates. The other 
feature is the tendency of enthalpy (temperature) perturbations to 
grow [7] in a heated channel. We first consider this latter feature, 
which is also of interest in its own right. 

The growth of heat pulses, or enthalpy perturbations, occurs be­
cause an element of fluid that is less dense (warmer) than average 
undergoes greater than average heating per unit mass (for constant 
wall heat flux) as it travels down a heated channel, making it even less 
dense and subject to even greater heating, etc. The phenomenon can 
be analyzed by considering a simple linear perturbation of enthalpy 

and specific volume (due to a small perturbation in the heat flux, for 
example) in a small element of fluid in a stream with steady flow 
previous to the perturbation. A constant area duct and uniform heat 
flux, q, are assumed. For the case of negligible wall heat capacity (less 
than one percent of the fluid heat capacity in these experiments) and 
negligible axial wall conduction, the instantaneous wall temperature 
of a resistance-heated tube will adjust itself so as to maintain constant 
q for both the perturbed and unperturbed elements of the fluid. If we 
choose a Lagrangian method of description so that we follow a small 
fixed mass of perturbed fluid, the problem is greatly simplified since 
we need consider only the perturbed element rather than all ele­
ments. 

For the Lagrangian method, the one-dimensional continuity and 
energy equations are 

pAcAx = Am = constant (1) 

dh 
pAc — = qP (2) 

at 

where Ax and Am are the length and mass of a small element. To 
obtain these equations in terms of perturbed variables we write the 
variables h, p and Ax, as the sum of a steady part and a time depen­
dent part. For example, h = h + h'{t) where h is the unperturbed 
value and h'(t) is the perturbed value. Substituting these expressions 
into (1) and (2), then subtracting the unperturbed expressions yields 
the continuity and energy equations for the perturbed variables, 
which, for convenience, are expressed in terms of the specific volume 
perturbation, u', rather than the density perturbation. 

dh' = —v'dt (4) 
Ac 

The expression for heat pulse growth is obtained by dividing (4) 
by h' and setting u'/h' = (dv/dh)p. This assumes that pressure effects 
are absent and that the local equation of state is identical with that 
for stable equilibrium. Integration of the resulting equation yields 
the time domain expression for the growth of an enthalpy perturba­
tion in a heated channel in the absence of pressure effects. 

h' = h1'eSndt (5) 

where Q = qP/Ac(dv/dh)p is the rate of fluid expansion and is the 
so-called reaction frequency introduced by Zuber [8] and used by 
Friedly [9] and Jones [7], Equation (5) which is for the characteristic 
line, dt = dx/u(x, t), indicates an enthalpy perturbation will grow 
exponentially with time as the fluid travels down a heated line. Be­
cause the velocity increases along the channel, the growth with respect 
to length will not be exponential. 

Enthalpy perturbation growth may be expressed in terms of specific 
volume by noting in (4) that qPdt/Ac is the enthalpy change per unit 
volume dh/v. Making this substitution gives 

AV
 dh > an = — v . 

v 

Dividing by h', setting v'/h' - (du/dh)p and integrating results in 

h' = fci'(f). (6) 

Thus, for uniform heating, the growth of an enthalpy perturbation 
will go as v = v(h), which is more nearly linear than exponential. 

Expressed in terms of temperature, equation (5) becomes 

T' = (Cpl/Cp)T1 'eJ'"<" (7) 

where Cp is the specific heat at constant pressure. 
The time, At, required for a square wave to pass a fixed point is 

easily obtained from the .continuity equation. Rearranging (1) 
gives 

v 
Ax = — A*i 
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where the subscript 1 refers to the initial perturbation. Using the 
definition of velocity, Ax = uAt gives 

At = At i TO 
and the steady flow Eulerian continuity equation is substituted for 
u to obtain the final form 

At = At; (I)©- (8) 

where i; is the unperturbed (steady-state) specific volume and v is the 
specific volume of the perturbed fluid. Depending on the equation 
of state and the operating conditions, equation (8) can give either a 
positive or negative change in At. 

Fig. 2 shows the progression down the unheated test section of a 
thermal wave which was generated by a 20 second activation of the 
pulse heater. Although there is some rounding of the wave due to 
diffusion and wall heat transfer, there is no significant growth before 
position 6. A small anomalous heat leak to the end of the test section 
produces a slight broadening at this point. Note that the wave front 
is on the left side of the wave since Fig. 2 shows the response of a fixed 
thermometer to moving wave. 

In contrast, a heat pulse traveling down a heated line, Fig. 3, ex­
hibits rapid growth in both amplitude and time required to pass a 
fixed point as predicted by equations (7) and (8). The growth in At 
predicted by equation (8) for the experimental conditions is 33 percent 
compared to about 50 percent observed in Fig. 3. The agreement is 
probably as good as can be expected considering the inexact theo­
retical model, the irregular wave form, and the non-zero wall heat 
capacity. The irregular shape of the original pulse is due to flow per­
turbations induced by the heat pulse in the more compressible heated 
helium. The decay of the wave as it passes thermometer 6 results 
because the front of the wave arrives at the exit valve, accelerating 
the flow, before the remainder of the wave has passed position 6. 

Density wave oscillations. The second feature of density wave 
oscillations which we consider is the phase or space lag between the 
inlet and exit mass flow rates (and other system variables as well) 
which is required for an oscillatory instability [8]. This feature is most 
easily understood by considering a simple incompressible flow model 
(which considers thermal expansion, but not pressure effects) with 
a large exit flow impedance such as was present in the experiments. 
Focusing our attention on the exit restriction, we note that the velocity 
at this point is given by 

Ud ' V APd-
(9) 

When warmer than average fluid (lower density) arrives at the exit 
restriction, the velocity increases, and the fluid in the line accelerates 
to satisfy continuity. The residence time of the fluid in the heated 
section decreases, resulting in less heating per unit mass and, hence, 
in cooler fluid delivered to the exit restriction after some time lag. As 
the cooler fluid flows through the exit restriction the fluid in the 
heated section decelerates, giving it an increased residence time and 
greater than average heating. Thus, a positive perturbation in the exit 
temperature induces a negative perturbation or reflection which ar­
rives at the exit after the transit time of the fluid in the line. The pe­
riod of the oscillation is twice the transit time, and the mass flow rate 
at the inlet and exit are 180 deg out of phase. This phase difference 
results because in the absence of pressure effects, the inlet and exit 
velocities are in phase, making the inlet mass flow, rfij, proportional 
to 1/Vpd7 i.e., rhb~Ub~Ud~ Vl/pd . According to (9), however, the 
exit mass flow, thj, is proportional to V p ^ , giving the 180 deg phase 
shift in inlet and exit mass flow rates. 

Fig. 4 shows a typical density wave oscillation, composed from a 
strip chart trace of orifice pressure drop and thermometer resistance. 
In this case the instability was induced by reduction of the inlet im­
pedance. The exit valve was adjusted at the same time so as to 
maintain the average flow rate constant. Note that the exit temper­
ature and inlet flow are in phase, implying that inlet and exit mass 
flow rates are 180 deg out of phase—in agreement with the simple 

2eo ?eo 20 520 040 640 

Fig. 2 Propagation of a heat pulse in unheated test section (experimental 
results); P, = 2.87 bar, r, = 4.37 K, m = 0.493 g/s, U-, = 30.2 cm/s 

Fig. 3 Propagation of a heat pulse in a heated test section (experimental 
results); P, = 3.93 bar, T, = 5.40 K, til = .429 g/s, U, = 30.4 cm/s, 0 = 1 1 . 1 
W 
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Fig. 4 Density wave oscillation induced by reducing inlet impedance, O •• 
37.2 W 

qualitative model discussed above. Although continuous traces of the 
exit flow were not recorded, discrete simultaneous readings of ma and 
rhf were made, and these also confirm the 180 deg phase shift. The 
density wave oscillation shown in Fig. 5 was induced and then damped 
by changes in the power level. This trace shows both the growth and 
phase relation of the thermal wave as it progresses down the heated 
channel. As before, the inlet mass flow and exit temperature are nearly 
in phase. 

Development of a stability (inception point) map for density wave 
oscillations in supercritical helium requires a set of scaling or corre­
lating parameters, for which we have relied on the work of Zuber [8]. 
In his simplified stability analysis, Zuber assumes a two zone equation 
of state for a supercritical fluid. In the first (fluid) zone the specific 
volume is independent of enthalpy, and in the second (gas) zone the 
specific volume is proportional to enthalpy. The stability criterion 
he derives with this model (equation (VII-29) in [8]), expressed in 
terms more convenient to our purposes here is 

APC, L A/icJ Li + flJ 
(10) 
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for stability. 
A similar expression with an essentially linear dependence on the 

expansion ratio has been used by Serov and Smirnov [15]. 
Because (10) is based on a rather crude equation of state, it should 

not be expected to give a highly accurate description of the stability 
boundary. It does suggest, however, the use of APacIAPc! and ex­
pansion ratio, R, as correlating parameters, taking the zone transition 
point c to be the transposed critical point (the locus of the specific heat 
maxima). 

The dimensionless position of the transposed critical in the channel 
is determined from f = (hc - hb)l(hd - hb), where hc is obtained from 
a plot of the transposed critical enthalpy versus pressure, and the 
pressure drop ratio, i/<, is given by 

* s APab + APbc APab + f APU 
(11) 

APcd + APde APh - f APU + APde 

The unheated line pressure drop, APU, is that calculated for the 
measured conditions at point b with Q = 0, whereas the heated 
pressure drop, APb, is the mean measured value. Because the exit flow 
is choked, the pressure drop to choked conditions rather than the total 
pressure drop is used to evaluate APde. Except for very low values of 
>(> (obtained by removing the inlet valve) APbc is generally less than 
25 percent of APab. 

Even though \j/ is derived from a somewhat inaccurate and crude 
equation of state, its use gives a rather good correlation of the stability 
data as shown in Fig. 6. The curve defining the stability boundary is 
estimated from the experimental data. The points shown are those 
observed closest to the stability boundary for a particular experi­
mental run, either the last stable operating point or the first unstable 
point. The points marked marginal are for weakly damped or low 
amplitude oscillations. Thus, two or three points are shown for each 
run. A summary of the experimental data is given in the Appendix. 
Numerical results of Jones and Peterson for supercritical helium [7] 
are also given in Fig. 6 for comparison. These points, which were cal­
culated for typical design and off-design conditions, are not at the 
stability boundary, but they do seem to indicate that the numerical 
calculations give conservative results, i.e., the numerical method 
predicts unstable conditions at lower values of fluid expansion. The 
numerical method requires that the stability boundary be defined as 
the point at which infinitesimal disturbances grow, whereas the ex­
perimental method classifies mass flow oscillation amplitudes of less 
than four percent as stable (see procedure section for details). 

Fig. 7 compares the measured oscillation frequency to the calculated 

TIME, minutes 

Fig. 5 Density wave oscillation, P0 = 6.0 bar, T0 = 5.80 K, f = 0.008. Power 
level reduction causes an unstable oscillation to become damped or marginally 
stable 

fluid transit time as a function of the degree of instability. The ordi­
nate, 2T/ , is the ratio of the measured frequency to the frequency 
predicted by the simple incompressible flow model, 1/2T. The fluid 
transit time, T, is calculated from the mean measured inlet conditions 
(Pi, 7 \ and n i j and from the heat input, Q = rhi(he — h{). The cor­
relating parameter, Rm/Ri is the ratio of the measured fluid expansion 
to the fluid expansion at the oscillation inception point (stability 
boundary in Fig. 6). This parameter is a measure of the relative degree 
of instability. A value less than one denotes stable conditions, and a 
value greater than one denotes unstable conditions. 

The principal feature of Fig. 7 is the clustering of 2T/ about a value 
of 1.0 as predicted by the simple incompressible flow model. Although 
Rm/Ri is a somewhat imprecise parameter because of the uncertainty 
in the location of the stability boundary in Fig. 6, the trend towards 
a higher frequency ratio at greater degrees of instability is clear. 

S u m m a r y 
This experimental study of flow stability of supercritical helium 

flowing in a long (L = 185 m, L/d = 4.6 (10)4) heated channel has 
defined the stability boundary of density wave oscillations for the case 
of a choked exit restriction. The pressure drop ratio, \p, and fluid ex­
pansion ratio, R, correlate the oscillation inception point data. 

The growth of enthalpy (temperature) perturbations in a heated 
channel has been experimentally verified. During density wave os­
cillations, the channel exit temperature and inlet mass flow were 
observed to be in phase, and the oscillation period was close to twice 
the fluid transit time. All three observations agree with a simple in­
compressible flow model. 

For superconducting power transmission lines, the application 
which prompted this study, density wave oscillations of the amplitude 
observed in this study would make operation hazardous if not im­
possible. Fortunately, however, the anticipated operating conditions 
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a Stable I A Stable ) Jones & Peterson 
a Marginal Experimental . . . . . . ( Numerical Analysis 
a Unstable I A Unstable > [ 7 ] 

Estimated Stability 
Boundary 

0 4 8 12 16 
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Fig. 6 Density wave stability map for supercritical helium. The curve is es­
timated from the experimental results 
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Fig. 7 Normalized frequency as a function of the degree of instability 
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are generally such t h a t t h e fluid expans ion ra t ios are expec ted t o b e 

less t h a n 2.0—a s tab le condi t ion for even low inle t impedances . Off 

design opera t ing condi t ions which give h igh expans ion ra t ios should 

be avoided though, and consideration should be given to active control 

of t h e hel ium t e m p e r a t u r e a t t h e inlet to t h e t ransmiss ion line so as 

to avoid " ref lec t ion" of t e m p e r a t u r e p e r t u r b a t i o n s from t h e refrig­

era tor hea t exchangers . 

If opera t ion of a sys tem u n d e r uns tab le condi t ions is an t i c ipa ted , 

t h e n active control of t h e inlet flow will be requi red . Uncoupl ing t h e 

flow ra t e from t h e exit condi t ions should give s table opera t ion even 

for severe condi t ions . 
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APPENDIX 
Oscillation Data 

Run 
No. 

5-12 

5-25 

Pi T, AP0i IiPiG Te Pe** mi 
(bar) (K) (bar) (bar) (K) (bar) (g/s) 

Q 
(W) 

f 
(mHz 

2.91 

o s c i l l a t i o n 
a^.pl i tude 

(percent ) 

P i RexlO"1* 
g/cm3 

c l a s s i f i c a t i o n 

.85 0.033 

5.42 0.040 

10.9 

16.3 

1.34 12.3 0.27 0.1212 3.18 .287 0.026 . 4 . 7 3 

excurs ion to 
zero f l o w * 

0.1123 4.04 .214 0.024 4.20 

5-5 

5-5 

5-11 

5-12 

5-25 

5-26 

6-14 

6-15 

6-15 

4-20 

3.90 

3.94 

3.78 

5.99 

2.45 

3.20 

2.95 

3.99 

5.96 

2.87 

5.40 

5.39 

5.00 

6.03 

4.63 

5.00 

5.00 

5.21 

5.80 

4.86 

0.076 

0.065 

0.182 

0.042 

0.197 

0.274 

0.015 

0.012 

0.014 

0.083 

.184 

.147 

.259 

.193 

.285 

.366 

.139 

.098 

.140 • 

.119 

11.23 

10.57 

15.58 

17.06 

13.26 

18.78 

7.56 

8.71 

12.54 

7.07 

1.79 

1.82 

1.70 

2.78 

1.05 

1.38 

1.36 

1.87 

2.78 

1.33 

0.430 

0.417 

0.418 

0.421 

0.397 

0.435 

0.470 

0.399 

0.448 

0.444 

21.8 

19.5 

32.7 

32.3 

28.2 

41.8 

15.1 

14.,3 

24.0 

13.3 

2.36 

2.16 

2.90 

2.71 

2.71 

3.44 

1.85 

.60 

2.12 

1.46 

34.0 

9.8 

35.0 

37.4 

100.0 

9.6 

29.4 

21.3 

22.0 

8.3 

1.83 

0.49 

2.18 

2.70 

10.91 

0.84 

0.63 

0.78 

0.90 

0.21 

0.1122 

0.1132 

0.1231 

0.1121 

0.1243 

0.1191 

0.1171 

0.1188 

0.1176 

0.1211 

4.54 

4.39 

4.02 

4,20 

3.86 

4.40 

4.89 

4.01 

4.35 

4.50 

.177 

.199 

.151 

.129 

.139 

.099 

.284 

.293 

.221 

.335 

0.041 

0.035 

0.091 

0.015 

0.145 

0.153 

0.021 

0.012 

' 0.008 

0.066 

5.35 

4.79 

9.84 

5.50 

14.68 

15.11 

4.22 

3.43 

3.68 

3.93 
marginally 

stable 

4.85 0.066 20.8 

6.01 5.92 0.040 

2.44 4.60 0.216 

2.98 5.00 0.162 

.183 

.272 

16.76 

10.72 

2.80 

1.04 

0.433 

0.457 

33.5 

25.2 

12.9 

2.32 

2.81 

2.22 

1.59 

5.9 0.19 

26.2' 2.07 

3.3 0.26 

10.0 0.21 

0.1215 5.31 .257 0.053 5.79 

0.1149 

0.1250 

0.1173 

4.39 

4.47 

4.93 

.116 

.178 

.332 

0.015 

0.164 

0.022 

5.53 

11.05 

3.42 

6-15 

4-20 

4-21 

5.94 

2.87 

2.89 

5.80 

4.83 

4.84 

0.016 

0.082 

0.080 

.139 

.098 

.211 

11.09 

6.49 

7.44 • 

2.78 

1.37 

1.28 

0.480 

0.446 

0.576 

21.4 2.07 

11.1 

19.0 

4.2 0.17 0.1174 

strongly damped n j 2 j 8 

2.0 0.09 0.1218 

4.79 

4.53 

6,16 

.269 

.405 

.309 

0.010 

0.066 

0.067 

2.99 

2.91 

4.64 

» 
stable 

" 
4.85 0.037 0.11 0.1211 

5.39 0.072 0.15 0.1129 

3.74 

4.52 

.365 0.033 3.45 

.226 0.040 3.79 

5.00 0.296 0.05 0.1224 

5.99 0.040 14.17 0.07 0.1132 

4.28 

4.38 

.142 0.150 10.14 

6.00 0.058 0.0 0.1431 3.i 

.176 

.390 

0.015 4.27 

0.010 1.95 

4.59 0.252 0.13 0.1249 4.' 

5.00 0.299 0.17 0.1189 4.60 

.316 

.105 

0.197 9.24 

0.168 14.85 

0.017 6.41 0.05 0.1182 

5.21 0.015 .099 7.76 1.: 0.437 0.07 0.1185 

5.32 

4.50 

.409 0.028 2.64 

.360 C.016 2.69 

' Combined excursive and oscillatory instability. 
• Grew to amplitude given and then decayed to near zero amplit 
Pressure at choked condition. 
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Structure of Turbulent Velocity 
and Temperature Fluctuations in 
Fully Developed Pipe Flow 
An experimental investigation of the turbulent structure of velocity and temperature 
fields has been made in fully developed pipe flow of air. In the near-wall region, the coher­
ent quasi-ordered structure plays a dominant role in the turbulent heat transport process. 
The turbulent axial heat flux as well as the intensities of velocity and temperature fluctu­
ations reach their maximums in this region, but these maximum points are different. The 
nondimensional intensities of velocity and temperature fluctuations are well described 
with the "logarithmic law" in the turbulent part of the wall region where the velocity-tem­
perature cross-correlation coefficient is nearly constant. In the turbulent core, the veloci­
ty and temperature fluctuations are less correlated. The spectra of velocity and tempera­
ture fluctuations present ~1 slope at low wavenumbers in the wall region and —5/3 slope 
in the inertial subrange. The temperature spectrum for the inertial-diffusive subrange 
indicates the —8/3 power-law. 

Introduction 

A knowledge of the fine structure of turbulent velocity and tem­
perature fields in fully developed pipe flow is of great importance to 
gain a better understanding of the complex nature of the turbulent 
heat transport process. Nevertheless only a limited amount of research 
has been done on this subject, which is mainly due to the difficulty 
of simultaneous velocity and temperature measurements in non-
isothermal flows. For pipe flow of air, the representative works hith­
erto reported were those of Tanimoto and Hanratty [1], Bremhorst 
and Bullock [2, 3], and Carr, et al. [4]. These results, however, are 
considered to involve noticeable errors under many restrictions of 
measuring system and data processing. The structure of the wall re­
gion in particular is still a matter of speculation. 

In the present study, velocity and temperature fluctuations in 
turbulent pipe flow of air with a uniform wall temperature have been 
measured by employing the two-wire probe technique recently de­
veloped by the authors [5], and significant features of the wall tur­
bulence structure are explored such as intensities, auto-correlation 
functions, cross-correlation functions and spectral densities. Attention 
is also paid to the turbulent heat transfer associated with the bursting 
phenomena in the near-wall region. 

Experimental Apparatus and Procedure 
The test section, as shown in Fig. 1, was constructed from a 45.68 

ENTRANCE SECTION STEAM JACKET PROBE 
^BAKELITE RING \ TEST SECTION 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
December 16,1977. 

PROBE 0-7 

Fig. 1 Schematic of apparatus 

mm ID, 2079 mm-long reamed brass tube heated by saturated steam 
of atmospheric pressure and thus provided with a uniform wall tem­
perature. At the beginning of the test section which immediately 
followed the unheated upstream of 127 pipe diameters, the velocity 
distribution showed that the flow was fully developed turbulent. 
Measurements were performed at a location 39.9 diameters down­
stream from the beginning of the test section, while the fully devel­
oped profiles of mean temperature and relevant turbulent quantities 
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were certainly attained at a location about 21 diameters downstream 
[6, 7]. 

Velocity and temperature were simultaneously measured by the 
two-wire probe technique [5]. The probe consisted of 5 (im dia tung­
sten wires, i.e., the upstream wire was the constant current cold wire 
and the downstream one the constant temperature hot wire. The 
equations of the thermal equilibrium of hot and cold wires were solved 
by employing analog technique, and instantaneous velocity and 
temperature were simultaneously obtained. Cross-correlations be­
tween velocity and temperature fluctuations were obtained by elec­
tronic multiplication of a-c amplified separate signals of velocity and 
temperature. A SAICOR real time-time compression spectrum ana­
lyzer was employed to perform a spectrum analysis. 

All measurements were made at a Reynolds number of 40,000. 

E x p e r i m e n t a l R e s u l t s 
Velocity and Temperature Distributions. Radial velocity and 

temperature profiles normalized by centerline velocity Uc and tem­
perature difference Tw — Tc respectively, were shown in Fig. 2. There 
is an appreciable difference between velocity and temperature pro­
files. The effect of heat input on velocity profile becomes noticeable 
when approaching the wall. In the region very near the wall y/ro < 
0.078, the dimensionless velocity of heated flow is higher than that 
of the unheated flow, thus indicating a steeper velocity gradient; in 
the other region (yA'o > 0.078), little effect from heat added to the 
velocity profile can be detected. 

The universal velocity and temperature profiles were given in Fig. 
3. In evaluating U+, T+ and y + , the wall shear stress TW was obtained 
from the momentum integral equation with the measured values of 
pressure, velocity and temperature of air flowing through the test 
section, and the wall heat flux qw was measured from the rate of 
condensation of the steam obtained in separated heating sections [6]. 
Considering the characteristics of the velocity and temperature 
fluctuations described later, we refer to the region 5 < y+ < 30 as the 
buffer layer, the region 30 < y+ < 200 as the turbulent part of the wall 
region, and the region y+ > 200 as the turbulent core. 

With heat input, the dimensionless velocity U+ is reduced in the 
turbulent region, and raised in the buffer layer. The chain line in Fig. 
3 indicates the Prandtl-Nikuradse equation 

1-0 

U+ = 2.50 In y+ + 5.5 

The corresponding equation for the heated flow is reduced to 

U+ = 2.50 In y+ +4.65 

(1) 

(2) 

which is shown by the broken line. 
The T+ data for the turbulent part of the wall region are well de­

scribed with the following equation indicated by the two-dot chain 
line in the figure 

T+ = 2.17 In y+ + 4.-30 (3) 

Accordingly, from equations (2) and (3), the turbulent Prandtl 

z> 
v . 

0-5 

Re = 4 0 X 1 0 
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(Tw-T)/(Tw-Tc) 
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Fig. 2 Mean velocity and temperature profiles 

0-8 y A 1.0 

30 

Re=A.Ox10 

U HEATED 
U + ISOTHERMAL 
T + 

Fig. 3 Mean velocity and temperature in wall coordinates 

- N o m e n c l a t u r e -

a = thermal diffusivity 
cp = specific heat at constant pressure 
d = diameter of pipe 
Et(k) = one-dimensional spectrum function 

of temperature fluctuations 
Eu{k) = one-dimensional spectrum function 

of velocity fluctuations 
/ = frequency 
k = wavenumber = 2irf/U 
Pr = Prandtl number 
qm = heat flux at wall 
Re = Reynolds number = U^d/v 
Rt(t), RU(T) = auto-correlation coefficients 

of t' and u', respectively 

Rut - cross-correlation coefficient between 
u' and t' = u't'l 

i'o = radius of pipe 
T = time averaged temperature 
Tc = centerline temperature 
Tm = bulk temperature 
Tw = wall temperature 
T+ = dimensionless temperature = (Tw — 

T)lt, 
t' = turbulent temperature fluctuation 
t. = friction temperature = qw/pcpu, 
U = time averaged streamwise velocity 
Uc = centerline velocity 
Uo = bulk velocity at beginning of heated 

section 
U+ = dimensionless velocity = U/u, 
u' = streamwise velocity fluctuation 
u, = friction velocity = VTW/P 
y = radial distance from wall 
y+ = dimensionless distance from wall = 

u.yh 
v = kinematic viscosity 
p = density 
r = lag time 
TW = shear stress at wall 
Physical properties of fluid are evaluated at 

the film temperature Tf = (Tw + Tm)/2. 
(~) time average. 
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number Prt becomes 

Prt = (dT+/dy+)/(dU+/dy+) = 0.87 

The profile of T+ for the buffer layer and the viscous sublayer can 
be derived from the semi-empirical equation for the eddy diffusivity 
for heat, which we have developed earlier [8], as 

T+-. f rfy4 

l /Pr + ehh 
(4) 

where 

0.4 

'0.87 [--> (-ST 
This semi-empirical result, given in Fig. 3, showed good agreement 
with the experimental result. 

Pictorial Structure Survey. Fig. 4(a-e) show the typical oscil­
lograms of temperature fluctuation t', velocity fluctuation u' and 
cross-correlation u't' at the selected locations marked by a - e in Fig. 
3. In these figures, V and u' increase upward. In the buffer layer ad­
jacent to the viscous sublayer, as seen from Fig. 4(a), the laminar-like 
flow patterns occur irregularly with minimum fluctuations (marked 
with f), which are accompanied with a decrease of velocity, an increase 
of temperature and cross-correlation. There also occur large fluctu­
ations having a strong correlation with an increase of velocity and a 
decrease of temperature, and hence the waveforms of the velocity and 
temperature fluctuations become skewed on the whole. Recently, 
accumulated visual investigations have revealed a certain cyclic 
process in the wall turbulent shear flows; an outward movement of 
the lower momentum fluid from the wall vicinity takes place, which 
serves to thicken the viscous sublayer, and terminates in a burst of 
chaotic turbulence followed by the onset of an inrush of the higher 
momentum fluid toward the wall, thus again thinning the viscous 
sublayer [9]. The velocity and temperature fluctuations closely cor­
related among themselves in Fig. 4(a) may be regarded as the features 
associated with this cyclic phenomenon. With increasing y+, as in Fig. 
4(6) of y+ = 11.54, the laminar-like flow patterns occur more seldom. 
The fluid-motions become predominant under the strong cross-cor­
relation accompanying the velocity increase and the simultaneous 
decrease of relevant temperature. Fig. 4(c) shows the record at y+ = 
99.11 in the fully turbulent part of the wall region, in which the 
background turbulence is superimposed on the gentle waves with a 
period of about 10-30 ms. Here, fluctuations with strong correlations 
are composed of the fluid-motions from not only the large amplitude 
velocity increase and temperature decrease but, at nearly the same 
frequency of occurrence, from the large amplitude velocity decrease 
and temperature increase; hence, the skewed waveforms almost dis­
appear. Consequently, it is seen that the turbulent mixing processes 
in this region result from both the fluid moving outwards from the wall 
and the fluid moving towards the wall. The records in the turbulent 
core and at the center of the pipe are shown in Figs. 4(d) and 4(e), 
respectively, indicating a trend towards homogeneity of the velocity 
and temperature fluctuations with diminishing cross-correlations. 

Typical waveforms of the velocity and temperature fluctuations 
a t y + = 7.56 in the buffer layer were presented in Fig. 5 with the en­
larged time scale. Both the velocity and temperature fluctuations are 
constructed of the random components of high frequencies with pe­
riods of less than 1 ms superimposed on the quasi-periodic events with 
an average period of about 3 ms. These quasi-periodic fluctuations 
of velocity and temperature are closely correlated with each other and, 
as described later, result in the well-marked characteristics of tur­
bulence in the near-wall region. 

Intensities of Velocity and Temperature Fluctuations. In­
tensities of velocity and temperature fluctuations relative to local 
mean velocity U and local mean temperature difference (Tw — T) 
were shown in Fig. 6. By the addition of heat flux, relative intensities 
of the velocity fluctuation increase throughout the pipe section. Both 
Vu^/U and \/t^l (Tm - T) are seen to increase as the wall is ap­
proached and decrease monotonously to the minimums at the pipe 
center. The V p ? (Tw - T) values for y/rQ < 0.63 (y+ < 570) are lower 
than the corresponding y/u'2/U values, and they are almost identical 

Journal of Heat Transfer 

° r i 

"VE 
t | f e 

§ § = 

L _ l 

- — 

t' 

-u't' 

s ^ 

-—— 
^ = 

nn 

-

^rafc^i 

j*yAfs 
iZZZ-Z n 

EEEEE 

~^E= 

= = 

T 

EEEES 

• 

m= 
I M E -

nn 

-r 

m 

=== 

=w= 
W=L 
WM= 

=-

pm 
m 
BEE^ 

10ms 

= 

n 
~~ 
if 

U 

(e ) 

Fig. 4 Oscillograms of velocity and temperature fluctuations, (a) y ' = 7.56 
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Fig. 5 Oscilloscope traces of u' and t' in near-wall region 
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Fig. 6 Intensities of u' and t' relative to U and T„ — T 

in the near-centerline region (y/r0 > 0.63). 
The distributions of intensities of velocity and temperature fluc­

tuations normalized by the friction velocity u* and friction temper­
ature t, are presented as a function of y/ro in Fig. 7. The effect of heat 
input on the u, distribution is chiefly produced in the wall re­
gion, and in the core region y/ro > 0.5 (y + > 450) there is no longer a 
definite effect of added heat. In general the distribution curve for 
Vt^/t, is lower than the corresponding curve for Vu'2/u„ but these 
distributions resemble each other both qualitatively and quantita­
tively in the core region. The data of Bremhorst, et al. [2] differ from 
the present data for Vu'2/u, in the region close to the wall and for 
vt/^lt, in the core region. 

The distributions of u, and as a function of y+ were 
shown in Pig. 8. These can be characterized according to the aforesaid 
flow regions: the buffer layer (5 < y+ < 30), the turbulent part of the 
wall region (30 < y+ < 200), and the turbulent core (y+ > 200). For 
the last one, we further distinguish the near-centerline region specified 
by y+ > 570 (y/ro > 0.63) from the rest. The non-dimensional inten­
sities of both velocity and temperature fluctuations reach their 
maximums in the buffer layer and fall off sharply as the viscous 
sublayer is approached. The maximum of Vu^/u, occurs at y+ =; 19 
for the isothermal flow and at y+ =s 13 for the heated flow, wherein 
the maximum value for the heated flow exceeds the corresponding 
isothermal value. The temperature fluctuation intensity V p / t , at­
tains a maximum around the edge of the buffer layer (i.e., a ty+ =* 27), 
so that the position of maximum intensity does not coincide with that 
of turbulent velocity. In Fig. 8 the VV^/u, values for the core region 
of the heated flow were plotted lower than the isothermal value, while 
they are identical in Fig. 7. This peculiarity stems from the temper­
ature dependence of physical properties of fluid in evaluating y+; i.e., 
for heated flow, the kinematic viscosity v is higher than that for un-
heated flow, so y+ (= u,y/v) for heated flow becomes smaller even 
though the values of u, and y are the same. In the turbulent part of 
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the wall region, where both U+ and T+ obey the logarithmic law, the 
distributions of u, and are aptly described with the 
following logarithmic equations. 

Vu^/u, = -0.277 In y+ + 2.95 

Vt^lt, = -0.110 In y+ + 1.98 

(6) 

(7) 

In Fig. 8, as y+ increases into the core region, the non-dimensional 
intensities of velocity and temperature fluctuations are seen to de­
crease rapidly, terminating in the steeper linear falling off in the 
near-centerline region. The results of Tanimoto, et al. [1] and 
Bremhorst, et al. [2] (the range of measurements: y+ > 52) show 
substantially the same trends as the present data, but there exist 
noticeable differences in value. These differences might be due to the 
drawbacks of their measuring technique; i.e., they employed the 
conventional constant-current method which are bound to be erro­
neous due to nonlinearity of the hot-wire response and additional 
assumptions needed to find the sensitivities of fluctuations, as de-
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scribed in the previous paper [5]. 
As seen from Fig. 9, the ratio of nondimensional intensities 

,) indicates the striking feature in each region. For 
the turbulent part of the wall region this ratio can be expressed as 
follows: 

( v ^ / t , ) / ( v ^ / i t . ) = 0.0365 In y+ + 0.61 (8) 

The peaks of nondimensional intensities of velocity and temperature 
fluctuations in the buffer layer disappear in their ratio, which 
smoothly decreases with decreasing y+. In the near-centerline region 
this ratio attains a nearly constant value of 0.95. 

Cross-Correlation Between Velocity and Temperature 
Fluctuations. The connections between velocity and temperature 
fluctuations are examined in the form of nondimensional correlation 
u't'l u,t* and cross-correlation coefficient Rut = u't'/Vu'2vt^. The 
nondimensional correlation yields u't'/u,t, = pcpu't'/qw and hence 
indicates the ratio of the heat flux transported in the axial direction 
by turbulence to the total flux provided at the wall. Fig. 10 shows the 
distributions of u't'lu,t, and Rut as a function of y+. Rut is seen to 
increase as the wall is approached, thus indicating the increase of 
highly correlated velocity and temperature fluctuations as noted in 
the pictorial survey. In the turbulent part of the wall region, the value 
of Rut changes little with radial location, i.e., Rut m —0.61. As y+ in­
creases, Rut first decreases gradually in the core region, then falls off 
sharply in the near-centerline region with the fluctuating velocity-
temperature field approaching isotropy. This is also verified by the 
velocity and temperature spectra described later. It is seen that 
u't'/utt, reaches a peak in the buffer layer, falls off rapidly as the wall 
is approached, and diminishes in value gradually toward the pipe 
center. 

Velocity and Temperature Fluctuations Near the Wall. As 

3-0 r ms 

Fig. 11 Auto-correlation coefficients of velocity and temperature fluctuations 
in near-wall region 

already stated from Fig. 5, it is chiefly a rather definite sequence of 
ordered motions with an average period of about 3 ms that determines 
the velocity and temperature fluctuations in the buffer layer. In this 
section, the measured auto-correlation coefficients of velocity and 
temperature fluctuations, RU{T) and ftt(r) respectively, are analyzed 
to grasp the essentials of velocity and temperature fluctuations very 
near the wall. The auto-correlation coefficients are defined as 

RU(T) = U'(T') U'W + T ) / U ' 2 

Rt{r) = t'(T')t'(r'+T)lt'i 

(9a) 

(9b) 

where T is a time lag. Fig. 11 shows the sample curves of Ru (T) and 
Rt(r) calculated from the signals (shown in Fig. 5), which correspond 
to y+ = 7.56. The sample length was chosen so as to enhance the 
quasi-periodic events hidden in the flow; in this case the sample length 
was 10 ms. The auto-correlation coefficients smoothly decrease with 
increasing T, showing wavy behavior at higher lag times. This indicates 
incontestably that the velocity and temperature fluctuations consist 
of certain periodic regularities covered up with random components. 
In the near-wall region, the velocity and temperature fluctuations 
show striking resemblances among one another, and present almost 
the same periods of quasi-periodic events (about 2.7 ms in this ex­
ample). It should be mentioned that we varied the sample lengths 
from 10 ms to 345 ms and found a degree of peaking in the auto-cor­
relation coefficient curve depends on the lengths of velocity and 
temperature samples from which the coefficient is obtained; i.e., the 
peaking is less pronounced with an increase of sample length, which 
is exactly in accordance with the result of Kim, et al. [10,11]. 

In order to investigate the contribution of these quasi-periodic 
events to the total powers of the fluctuations, the short-duration 
one-dimensional velocity and temperature spectra were calculated. 
The spectra were obtained by the Fourier cosine transform of the 
auto-correlation coefficients according to the Wiener-Khintchine's 
theorem. Fig. 12 shows the normalized one-dimensional spectra thus 
obtained from Fig. 11, where an appropriate spectral window was 
employed [12, 13]. Peaks in the short-time averaged spectra corre­
spond to the waves of the auto-correlation coefficients, which is quite 
evident from the Wiener-Khintchine's theorem [14]. It is seen that 
the most energetic peaks in the spectra of both velocity and temper­
ature occur at a frequency of approximately 370 Hz, which corre­
sponds to the mean period of the aforementioned quasi-periodic 
events of 2.7 ms (= 1/370 s). This indicates that the turbulent heat 
transport process is dominated the most by the quasi-periodic ordered 
motions. Note that, because of the variation in the location of the peak 
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in individual short-time averaged auto-correlation coefficients, the 
peak becomes considerably weak in the auto-correlation data obtained 
from a very long sample, which results in the smoothed out spectrum 
for a long sample. Consequently, the basic ordered patterns in the 
velocity and temperature fluctuations are masked in the long-duration 
spectra, as in fact shown in the next section. 

The recent studies by Kline, et al. [10,15] and Brodkey, et al. [16, 
17] have revealed that the fairly organized cyclic motions in space and 
time, i.e., the bursting phenomenon, dominate the flow structure of 
the near-wall region in turbulent boundary layers. A survey of the 
highlights of the present knowledge of turbulent structure near the 
wall has been made by Willmarth [18]. When denoting the lag times 
by TB at which the auto-correlation coefficients RU(T), obtained in 
the previously described manner, reach the first re-rise maximums, 
and these ensemble average by TB, Kim, et al. [10,11] have found that 
TB coincides approximately with the burst period, or the time between 
bursts. We regard thus obtained rg as the mean burst period for the 
turbulent flow in a heated pipe and make a comparison with the mean 
burst periods 7# [10,19] for the isothermal turbulent boundary layer 
flows along flat plates in Table 1. Here RB = Uc0h (UC being the 
centerline velocity or free-stream velocity), is the momentum thick­
ness Reynolds number and <5* and 6 denote the displacement and 
momentum thicknesses, respectively, which are defined for the pipe 
flow by: 

Iff 

Jo 
( ' 'o - y)(pJJc - pU) dy 

r6* 
= ( r 0 -

Jo 
y)pcUc dy 

= P c U c ( r 0 - 5 * / 2 ) 5 * (10) 

JTO f0 

(r0-y)pU(Uc-U)dy= (rQ-y)pcUc
2 dy 

o Jo 
= PcUcHro - 0/2)6 (11) 

It is seen from Table 1 that, although the values of TB differ by orders 
of magnitude with the condition of experiments, the suitably nondi-
mensionalized periods U,2TB/V and {JCTB/5* are almost identical. The 
nondimensional period U,2TBI" also agrees reasonably well with the 
relation evolved by Rao, et al. [20], u,2lB/o = 0.65 fl0°-73 = 107. From 
these results it could be deduced that the quasi-periodic events of 
velocity and temperature in the near-wall region are the consequence 
of the dominant influence of the bursting phenomenon. Accordingly, 
judging from all the related aspects of waveforms of the velocity and 
temperature fluctuations, auto-correlation coefficients, and power 
spectra, the large amplitude velocity fluctuation closely associated 
with the bursting phenomenon is considered to provoke the similar 
large amplitude temperature fluctuation, thus governing the turbulent 
heat transport process in the near-wall region. 

Velocity and Temperature Spectra. One-dimensional wave-
number spectra Eu(k) of the velocity fluctuation, and Et(k) of the 
temperature fluctuation are defined so that 

s: Eu(k)dk and t'2 ("° Et(k)dk 
Jo 

where k is the wavenumber, k = 2-irf/U. The normalized velocity and 
temperature spectra are presented in Fig. 13 and Fig. 14, respectively. 
In these figures, lines indicating the traditional —1, - 5 / 3 , and —7 
power-law spectra are also included for comparison. For fluids with 
Prandtl numbers of less than 1, there exists, in a wavenumbers range 
above the inertial-convective subrange, the inertial-diffusive subrange 
in which molecular conduction plays an important role. The theo­
retical temperature spectra Et (k) for this subrange [21,22] have been 
proposed in very different forms such as Et(k) <x k~xlli andE t(k) <* 
k~3; thus, the preferable form is not yet definitively established. 

The present turbulence parameters responsible for the spectrum 
are given in Table 2. The rate of turbulent energy dissipation e and 
microscale X are defined by the following, and the values in the table 
are semi-empirical estimates [23, 24]: 

F = v(duj'/dxi)(duj'/bxi) 

X2 = u'2/(du'/i)x)2 

(12) 

(13) 

y=7-56 

o — Eu(f ) / i72 

• — Ettf)/?2 

f Hz 10* 

Fig. 12 Short-duration velocity and temperature spectra in near-wall re­
gion 

Table 1 Comparison of mean burst period for pipe flow with those for tur­
bulent boundary layers along flat plate 

Present 

Kim et a l . 

Ueda-Hinze 

" ' „ , . , 
18.3 

0.152 

4.1 

R9 

1080 

1100 

1244 

Ta
 S 

0.0032 

2.3 

0.0484 

uiF./v 

106 

107 

102 

U C T 6 / 6 * 

27.8 

33.6 

30.5 

Flow Type 

Pipe Flow (Air, Heated) 

Boundary LayeT {Water, Isothermal) 

Boundary Layer (Air, Isothermal) 

Table 2 Viscous and conductive cut-off 

y/ro 

0 .0088 

0 .1095 

1.0000 

+ 
y 

7 .68 

9 6 . 0 3 

8 7 7 . 3 

er 0 / u l 

228 

2 2 . 8 

2 .20 

Rek 

3 7 . 3 

9 5 . 4 

58 .9 

k s c m ' 

265 

165 

99 

cm 

204 

127 

76 

where * denotes the coordinate in the axial direction. The viscous 
cut-off occurs near ks = (e/V3)1/4, termed the Kolmogoroff wave-
number, and the conduction cut-off [25] is proposed to be near kc = 
(c/q3)1/4. The turbulent Reynolds number ReX is defined so that ReX 
= ^/lPfX/V. 

From Fig. 13, it is seen that the velocity spectra show the k~x de­
pendence in the low wavenumber range over most of the pipe section, 
and this wavenumber range broadens in the wall region where the 
mean velocity gradients become steeper. Although, as seen from Table 
2, the estimated values of ReX are not high enough for the require­
ments of Kolmogoroff s theory to be satisfied [26], the experimental 
result does indicate the existence of a reasonable range of wave-
numbers where Eu(k) a k~5^a holds. The —5/3 power-law spectra are 
more evident in the core region y+ > 200, thus indicating a trend 
toward local isotropy. The viscous effect becomes significant at k m 
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Fig. 14 Temperature fluctuation spectra 

O.Iks, and at higher wavenumbers the spectrum is seen to approach 
the ft-7 dependence. 

The temperature spectra, as shown in Fig. 14, exhibit a region with 
slope —1 at still lower wavenumbers than with the velocity spectra. 
The normalized temperature spectra are seen to be higher than the 
corresponding velocity spectra at low wavenumbers, and vice versa 
at high wavenumbers. This means that the temperature fluctuations 
are dominated by the even larger-scale turbulence with low wave-
numbers than the velocity fluctuations. And this result has also been 
confirmed by the measured auto-correlations of velocity and tem­
perature fluctuations, as given in Fig. 11, which indicate that the 
temperature fluctuations maintain their identity for longer time de­
lays. There exist the —5/3 power-law spectra for the temperature 
fluctuations in the turbulent core, but the region of wavenumbers 
concerned is smaller than that for the velocity spectra. The drop from 
the —5/3 power-law occurs approximately at k ^ 0.1/ec, beyond which 
the molecular conductive effect becomes important. 

The measured temperature spectra in the region just above the 
inertial-convective subrange (the upper limit of wavenumber range 
being near 0.1fec) can be aptly expressed as follows: 

Et(k)o: ft-8/3 (14) 

Since the present result, as is evident from Fig. 14, contains the spectra 
for the inertial-convective subrange and equation (14) is valid only 
within the inertial subrange (i.e., 0.1/ec. < k < 0.1fes), it seems to be 
quite legitimate to regard equation (14) as the experimental power-law 
form for the temperature spectrum in the inertial-diffusive subrange. 
Note that, however, the spectra at high wavenumbers would be at­
tenuated somewhat by the effect of finite sensor length. 

Relations of Velocity and Temperature Distributions to 
Fluctuating Quantities. Velocity and temperature distributions 
together with the intensities of fluctuating quantities were presented 
in Fig. 15 for ready comparison. The turbulent axial heat flux as well 
as the intensities of velocity and temperature fluctuations reach their 
maximums in the buffer layer, notwithstanding the still remaining 
viscous and conductive effects. The cross-correlation coefficient tends 
to approach — 1 as the wall is approached. In the turbulent part of the 
wall region, where U+ and T + exhibit logarithmic distributions, the 
cross-correlation coefficient attains a nearly constant value, so that 
the relations between velocity and temperature fluctuations are 
structurally similar. In the turbulent core region, where the distri­
butions of U+ and T + deviate from the logarithmic law, the intensities 
of velocity and temperature fluctuations decrease rapidly with the 
gradual diminution of the cross-correlation coefficient. In the near-
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Distributions of velocity, temperature, and relevant turbulent quan-

centerline region, the intensities of velocity and temperature fluctu­
ations fall off sharply with the constant mutual ratio (see also Fig. 9). 
The correlations in this region become less close, thereby indicating 
a trend towards isotropy. 

Finally, to develop a picture of the turbulent heat transfer process, 
we should mention the necessity of measurements of radial velocity 
fluctuation v' and radial turbulent velocity-temperature correlation 
v't'. Such measurements were usually carried out by the X-wire an-
emometry technique [2, 3]. However, when employed in a turbulent 
flow near the wall, this technique is subject to serious errors due to 
wire-length effect and aerodynamic disturbances caused by the wire 
supports. So in order to obtain a knowledge of v' and u't' behaviors 
in close proximity to the wall, we first of all have to develop a novel 
technique for measurements. We have been studying this measuring 
technique, and the results obtained are to be reported in the near 
future. 

Conclusions 
From the measurements of intensities, auto-correlations, cross-

correlations, and spectra of velocity and temperature fluctuations as 
well as velocity and temperature distributions in turbulent pipe flow 
of air with uniform wall temperature, the following conclusions are 
established: 
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1 Structural features of velocity and temperature fluctuations 
such as waveforms, intensities, and cross-correlations make sub­
stantial differences among distinct regions of the viscous sublayer and 
the buffer layer, the turbulent part of the wall region, the turbulent 
core, and the near-centerline region. 

2 In the buffer layer, the large amplitude velocity fluctuation 
closely associated with the bursting phenomenon provokes a similar 
large amplitude temperature fluctuation. The short-duration velocity 
and temperature spectra reach their peaks at a frequency corre­
sponding to the mean burst period, which indicates that the bursting 
phenomena have a dominant influence on the turbulent heat trans­
port process. The non-dimensional burst periods agree well with those 
for the isothermal turbulent boundary layer flows along flat plates, 

3 With heat input, the turbulent velocity intensities increase 
throughout the pipe section. The intensities of both velocity and 
temperature fluctuations reach their maximums in the buffer layer, 
but the positions do not coincide with each other. The cross-correla­
tion coefficient between velocity and temperature fluctuations in­
creases as the wall is approached. 

4 In the turbulent part of the wall region, the logarithmic law may 
apply to the distributions of the non-dimensional intensities of ve­
locity and temperature fluctuations. The closely correlated velocity 
and temperature fluctuations in this region are composed of not only 
the large amplitude velocity increase and temperature decrease but, 
with almost the same frequency of occurrence, the large amplitude 
velocity decrease and temperature increase. The velocity-temperature 
cross-correlation coefficient keeps a constant value of —0.61. 

5 In the core region, as the distance from the wall increases, the 
intensities of velocity and temperature fluctuations decrease with the 
gradual diminution of the cross-correlation coefficient. These trends 
become more pronounced in the near-centerline region, indicating 
that the turbulent velocity and temperature fields approach isotropy. 
In the near-centerline region, the ratio of nondimensional intensities 
between velocity and temperature fluctuations is held constant. 

6 Both the velocity and temperature spectra indicate the existence 
of the —t power-law spectrum in the wall region and the —5/3 
power-law spectrum in the core region. The temperature spectra in 
the inertial-diffusive subrange vary as the —8/3 power of the wave-
number. 

7 The normalized temperature spectra become higher than the 
velocity spectra at low wavenumbers, and vice versa at high wave-
numbers. 
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Heat Transfer Downstream of a 
Fluid Withdrawal Branch in a Tube 
Experiments have been performed to study how fluid withdrawal at a branch point in a 
tube affects the turbulent heat transfer characteristics of the main line flow downstream 
of the branch. Air was the working fluid. The experiments were carried out for several 
fixed test section Reynolds numbers and at each Reynolds number the ratio of the with­
drawn flow to the test section flow (hereafter designated as the flow split number) was 
varied systematically. Local heat transfer coefficients were determined both around cir­
cumference and along the length of the tube, and circumferential average coefficients 
were also evaluated. The circumferential average Nusselt numbers in the thermal en­
trance region are much higher than those for a conventional turbulent pipe flow having 
the same Reynolds number, and the differences are accentuated at higher values of the 
flow split number. When normalized by the corresponding fully developed value, the axial 
distribution of the circumferential average Nusselt number is relatively insensitive to the 
Reynolds number for a fixed flow split. The thermal entrance lengths, based on a five per­
cent approach to fully developed conditions, are in the 20 to 30 diameter range, which is 
substantially greater than that for conventional turbulent airflows. Circumferential vari­
ations on the order of ±20 percent are induced by the fluid withdrawal process. For the 
most part, these variations are dissipated upstream of x/D = 10. 

Introduction 

Fluid withdrawal at a branch point in a tube is a common occur­
rence in pipeline flows as diverse as the human circulatory system and 
residential hot water plumbing. Typically, the branch line is oriented 
at right angles to the main line, but various other arrangements are 
also employed in practice. Even if the flow upstream of the branch 
is fully developed (i.e., characterized by a unidirectional axially un­
changing velocity distribution), the main-line flow downstream of the 
branch will be highly three-dimensional. It may be expected that the 
heat transfer characteristics of such a disturbed, three-dimensional 
flow will differ markedly from those of conventional pipe flows. 

Notwithstanding the frequency with which fluid withdrawal at 
pipeline branch points is encountered in practical applications, it 
appears that the heat transfer characteristics of such flows have yet 
to be investigated. In the present research, experiments are performed 
to study the heat transfer in the main-line flow downstream of a point 
of fluid withdrawal. In the experiments, air is delivered to a branch 
point via a long, insulated hydrodynamic development tube. The air 
enters one of the side ports of a tee, and a portion is withdrawn at the 
center port. The remainder exits via the other side port and passes 
into an electrically heated test section tube. The inflow-outflow ar­
rangement at the tee is shown schematically in the inset of Fig. 1. 

The test section was heavily instrumented so as to enable the de­
termination of local heat transfer coefficients both around the cir-

Contributed by the Heat Transfer Division for publication in the JOURNAL 
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cumference and along the length of the tube. The experiments were 
planned and conducted so that the effects of the fluid withdrawal on 
the heat transfer coefficients could be readily identified. Specifically, 
for a fixed test section Reynolds number, the flow through the with­
drawal branch was systematically varied from zero up to the limit 
allowed by the apparatus. Thus, the results are parameterized by both 
the test section Reynolds number Re and the flow split number S 
defined as the ratio of the withdrawn mass flow rate to the test section 
mass flow rate. 
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Fig. 1 Circumferential average Nusselt numbers for Re = 5,000 and for 
parametric values of the flow split number S 
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The test section operating conditions spanned the range from low 
Reynolds number turbulent flow to intermediate Reynolds number 
turbulent flow, Re = 5,000 to 20,000. The flow split number ranged 
from zero to as high as ten. Results are presented both for the cir­
cumferential variation of the Nusselt number at successive axial 
stations and for the axial distribution of the circumferential average 
Nusselt number. Inasmuch as the latter results are of more immediate 
relevance to design, they are examined both from the standpoint of 
their dependence on the flow split number for a fixed Reynolds 
number and vice-versa. Thermal entrance lengths, deduced from the 
axial distributions, are also reported. 

As was noted earlier, it appears that there is no literature infor­
mation on heat transfer downstream of a withdrawal branch point 
in a tube. The literature on conventional uniformly heated turbulent 
pipe flows will be employed later for comparisons with the present 
results. 

The Experiments 
Apparatus. The experiments were performed in an open-circuit 

airflow system, with a steady, regulated supply of air being provided 
by a dryer-equipped central compressor. The air was ducted to the 
inlet of a heavily insulated, 100-diameters-long horizontal tube which 
served as a hydrodynamic development section. The downstream end 
of this tube mated with one of the side ports of a tee. The test section 
tube emanated from the other side port of the tee. It, too, was hori­
zontal and had a length equal to 100 diameters. Both the hydrody­
namic development and test section tubes were painstakingly 
straightened by a technique used for straightening firearm barrels 
and then carefully aligned so that they shared a common center-
line. 

As noted earlier and illustrated schematically in the inset of Fig. 
1, the flow delivered to the tee by the hydrodynamic development tube 
was, in part, withdrawn at the center port, with the remainder passing 
into the test section. The center port was oriented vertically and 
mated with a 90-diameters-long withdrawal tube. The latter was also 
carefully straightened and then positioned so as to be perpendicular 
to the horizontal centerline of the development and test section 
tubes. 

The heated air exiting the test section was ducted through a ro­
tameter and then exhausted outside the laboratory. Similarly, the air 
from the withdrawal tube was metered by a rotameter and conveyed 
out of the laboratory. 

The development section, test section, and withdrawal tubes were 
all cut from a single piece of type 304 stainless steel tubing. The bore 
of each tube was honed to a satin smooth finish, with a resulting inside 
diameter of 2.37 cm (0.933 in.). To determine the wall thickness, short 
axial lengths were cut from the ends of the respective tubes. With the 
aid of both micrometer and optical comparator measurements, it was 
found that there was a small, but regular variation of the wall thick­
ness, and this was taken into account in the data reduction. The mean 
wall thickness was 0.0894 cm (0.0352 in.). 

The tee was made of chlorinated polyvinyl chloride (cpvc), which 
was chosen in preference to a metal in order to minimize extraneous 
heat conduction from the test section. To the same end, the wall 

thickness of the tee was reduced to the minimum consistent with 
structural integrity. The tee was finish-bored to the internal diameters 
of the stainless steel tubes and was mated to them by lap joints, with 
care being taken to obtain a continuous surface at the joint. In addi­
tion, the axial length of the tee was shortened to minimize redevel­
opment of the flow between the center port of the tee and the onset 
of heating in the test section. The axial distance from the center of 
the tee to the start of heating was 0.76 bore diameters (Fig. 1, 
inset). 

Fittings were attached to the respective ends of the test section tube 
to carry a-c electric current for the ohmic heating of the tube wall. In 
the design of these fittings, account was taken of the need to minimize 

» heat conduction which might affect the temperature of the wall. In 
particular, had a copper or aluminum ring been affixed to each end 
of the tube to convey the current, conduction in the ring would have 
diminished otherwise existing circumferential temperature variations. 
In view of this, discontinuous copper rings, each consisting of twelve 
separate segments, were used instead of continuous rings. 

Electric current was carried to (or from) each ring segment via a 0.32 
cm (V8 in.) diameter copper rod. The assemblage of the twelve rods 
at each end of the tube resembled the spokes of a wheel, especially 
since their outer ends terminated in a large circular copper rim to 
which the electrical cables were connected. With a view to preventing 
heat loss along the spokes from the tube to the surroundings, each of 
the spokes was fitted with a guard heater and a differential thermo­
couple. The entire spokes/rim assembly at the upstream end of the 
test section was embedded in silica aerogel powder, which has a 
thermal conductivity lower than that of air. Since the downstream 
spokes/rim assembly is ten diameters away from the nearest mea­
surement station, it was sufficient to embed it in an insulation sand­
wich consisting of fiberglass and silica aerogel. 

The development and test sections were insulated with a 20 cm (8 
in.) square core of silica aerogel surrounded by a 5.08 cm (2 in.) thick 
casing of fiberglass. In the neighborhood of the tee and extending 30 
diameters upstream and downstream of it, the aerogel was used ex­
clusively. The downstream portions of the withdrawal pipe were in­
sulated with fiberglass. As a further precaution against heat losses, 
all test section supports were plastic with knife-edge contacts. 

The circumferential and axial temperature distributions on the 
outside surface of the test section tube were measured with a total of 
139 calibrated 36-gage iron-constantan thermocouples. At each of 
seventeen axial stations between x/D = 2 and 60, eight thermocouples 
were deployed at 45 deg intervals around the circumference. Single 
thermocouples were situated at x/D = 70, 80, and 90. The junction 
of each thermocouple was affixed to the tube surface with copper 
oxide cement, which is both a good heat conductor and excellent 
electrical insulator. 

The axial coordinates of the thermocouples were measured with 
respect to the center of the tee, where x was set equal to zero. In terms 
of this coordinate, heating was initiated at x/D = 0.76, so that the first 
set of thermocouples, i.e., at x/D = 2, was situated 1.24 diameters 
downstream of the start of heating. This arrangement is illustrated 
in the inset of Fig. 1. The angular positions of the thermocouples were 
characterized by the angle 8, with 0 = 0 deg at the top of the tube and 
6 = 180 deg at the bottom. 

-Nomenclature* 
cp = specific heat of air 
D = diameter of tube bore 
hx - circumferential average heat transfer 

coefficient, equation (1) 
hx (S) = local heat transfer coefficient, equa­

tion (5) 
k = thermal conductivity of air 
rhts = test section mass flow rate 
rhw = rate of mass withdrawal 
tixifd = fully developed Nusselt number 

Nuj = circumferential average Nusselt 
number at x, hxD/k 

Nux(0) = local Nusselt number, hx(d)D/k 
qx - circumferential average heat flux 
<7x (8) = local heat flux 
Re = Reynolds number, 4mts/iAirD 
S = flow split number, mw/mts 

T(,x = local bulk temperature 
TWx = circumferential average wall temper­

ature 

Twx (6) = local wall temperature 
T„ = temperature of surroundings 
t = local wall thickness 
x - axial coordinate, see inset of Fig. 1 
8 = angular coordinate 
ix = viscosity of air 

Subscr ipt 

e = length of thermal entrance region 
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Measurements were also made of the inlet and outlet bulk fluid 
temperatures. The inlet bulk was read with the aid of a three-element 
thermocouple rake situated just upstream of the hydrodynamic de­
velopment tube. For the outlet bulk, four thermocouples were posi­
tioned in a well-insulated multi-baffle mixing box situated just 
downstream of the test section tube. The rates of air flow through the 
test section and through the withdrawal tube were respectively 
measured with calibrated rotameters. 

Data reduction. Two types of heat transfer coefficients were 
evaluated from the measured temperatures, flow rates, and power 
inputs. The first of these is the circumferential average coefficient hx 

correspondng to a given axial station x. In general hx varies along the 
length of the tube and ultimately attains a fully developed value at 
sufficiently large downstream distances. The second quantity is the 
local coefficient hx (9) which is specific to an angular position 6 as well 
as to an axial station x. 

Attention will first be focused on the circumferential average 
coefficient, which was evaluated from the definition 

where Twx and qx are, respectively, the circumferential average wall 
temperature and heat flux at the tube bore while T/,x is the bulk 
temperature, all at axial station x. The temperature Twx was obtained 
by averaging the outside wall temperatures at the eight circumfer­
ential measurement points and then correcting for radial conduction 
in the tube wall (typically about 0.01°C (0.02°F)). 

The average heat flux qx was calculated by subtracting the heat 
losses qgx from the ohmic dissipation, that is 

qx = PhDL - qex (2) 

in which P is the power input, L and D are, respectively, the tube 
length and bore diameter, and both qx and qex are per unit surface 
area at the bore. With regard to the heat losses, the net axial con­
duction was found by computation to be negligible. The loss from the 
outside of the tube to the surroundings (temperature = T„) was 
evaluated taking account of the series resistances of the insulation 
and the external natural convection, with (Twx - T„) as the thermal 
potential. Typically, along the length of the tube (inlet to exit), qex 

ranged from one to three percent of the power input for Re = 20,000 
and from three to ten percent for Re = 5,000. Once qx had been de­
termined at the successive axial measurement stations, the local bulk 
temperature Tbx was obtained via the energy balance 

Tbx = Tb0 + (irD/mtscp) C qxdx (3) 
Jo 

in which Tf,o is the inlet bulk temperature and mts is the mass flow 
rate through the test section. 

The hx values will be reported in terms of the circumferential av­
erage Nusselt number Nux defined as 

Nu* = hxD/k (4) 

where k is thermal conductivity of air at T/,x. 
For the local coefficient hx (9), the defining equation 

was employed. The basic task to be performed in evaluating this 
equation is to find the local heat flux qx(8). To this end, an energy 
balance was made on an element at x ,9 that spans the thickness of the 
tube wall and has dimensions dx, dO in the axial and angular direc­
tions. The selection of such a wall-spanning element reflects the fact 
that radial temperature variations in the wall are too small to have 
a material influence on the energy balance. Axial conduction is also 
negligible. 

The energy balance yields 

qx(B) = (P'"trm)/n + ^ A r ± ^ I k l _qeM (6) 
n de irm do J 

where P" is the power input per unit volume, t = t(0) is the local wall 
thickness, r; = D/2 is the bore radius, and the mean radius rm = r; + 
xlit. The thermal conductivity of the stainless steel wall is denoted by 
kw. The loss qex(8) from the outside of the tube to the surroundings 
was evaluated in a manner similar to qex in equation (2), but with 
(TWX(S) — T„) as the thermal potential. 

The circumferential conduction term appearing in equation (6) 
involves first and second derivatives of the circumferential temper­
ature distribution. To facilitate the numerical evaluation of these 
derivatives, a curve fit of the measured temperatures at the eight 
circumferential measurement points was performed, with a cosine 

Twx(6) = Twx + ai cos 6 (7) 

giving the truest representation of the data, where 

ai = (V4) £ Twx(Sj) cos 8j (8) 

in which Bj = (j — 1)W4. Also needed for the evaluation of equation 
(6) is the thickness distribution t = t(&), which was obtained from 
measurement as t = 0.0894 — 0.00559 cos 0, where t is in cm. 

With qx(&) from equation (6), Ti,x from equation (3), and Twx(0) 
from measurement, all the ingredients necessary to determine hx (6) 
are available. The results will be reported in terms of the circumfer­
ential local Nusselt number Nu* (6) 

mx{0) = hx(6)D/k (9) 

where, again, k corresponds to T;,x. 
The results will be characterized by two parameters, one of which 

is the test section Reynolds number Re 

Re = 4mts/nwD (10) 

with ix evaluated at the mean bulk temperature. As noted earlier, rhts 

denotes the flow rate through the test section. The other parameter 
is the flow split number S, which is the ratio of the withdrawn mass 
flow rhw to the test section mass flow 

S = mw/mts (11) 

The Prandtl number is approximately 0.7 (air). In general, variable 
properties were not an important factor since the overall bulk tem­
perature rise was about 11°C (20°F) and the wall-to-bulk temperature 
difference in the developed regime was about 7°C (12°F). 

Results and Discussion 
In the presentation of the results, the circumferential average heat 

transfer coefficients and their axial distribution will be dealt with first 
because of their more immediate relevance to practice. Thermal en­
trance lengths deduced from these distributions are then reported. 
Finally, circumferential variations of the heat transfer coefficient that 
are induced by the fluid withdrawal are illustrated for representative 
cases. 

Circumferential Average Heat Transfer Coefficients. Two 
different approaches are used in the presentation of the circumfer­
ential average heat transfer coefficients. In the first, attention is fo­
cused on a specific test section Reynolds number, and the flow split 
number is varied parametrically from zero to the maximum value 
consistent with the capacity of the rotameter in the withdrawal line. 
The second approach focuses on a specific flow split and the Reynolds 
number is varied parametrically. 

The heat transfer results for the various specific Reynolds number 
are presented in Figs. 1 and 2. In each figure, the ratio of the circum­
ferential average Nusselt number Nux to the corresponding fully 
developed value Nu/y is plotted as a function of the dimensionless 
axial coordinate x/D. As noted earlier, the origin of the x coordinate 
is at the center of the tee and the start of heating is at x/D = 0.76. Each 
figure contains results corresponding to several values of the flow split 
number. Curves have been faired through the data to provide conti­
nuity. 

Fig. 1 pertains to Re = 5,000 while Fig. 2 contains a pair of graphs, 
respectively for Re = 10,000 and 20,000. Some exploratory data runs 
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Fig. 2 Circumferential average Nusselt numbers for Re = 10,000 and 20,000 
and for parametric values of the flow split number S. 

were also made at higher Reynolds numbers. Those results are not 
included here because it was not possible to satisfactorily control heat 
losses through the current carrying copper spokes situated at the test 
section inlet. 

Inspection of Figs. 1 and 2 reveals a pattern which is qualitatively 
similar to that encountered in a conventional thermally developing 
flow. That is, the highest value of Nux/Nu/y is attained at the onset 
of heating and, thereafter, the Nusselt numbers decrease with in­
creasing downstream distance until the fully developed regime is 
reached. Aside from this global similarity, there are some important 
differences between the present results and those for the conventional 
entrance region. 

The primary difference is that the values of Nux/Nuf^ in the en­
trance region are much higher in the presence of fluid withdrawal. 
This characteristic can be readily observed in Figs. 1 and 2 by com­
paring the results for S > 0 (fluid withdrawal > 0) with those for S 
= 0 (no fluid withdrawal). The extent of the increase in the heat 
transfer coefficient is markedly affected by the extent of the with­
drawal, i.e., by the magnitude of S; the larger the value of S, the larger 
is Nux/Nu/d. For the largest S value of these experiments (S = 10), 
the heat transfer coefficient at a point IV4 diameters from the onset 
of heating is more than five times that for no fluid withdrawal. 

The aforementioned increases in the transfer coefficient may be 
attributed to various flow field events. One of these is the secondary 
flow which is induced by pressure variations caused by the turning 
of the flow passing into the withdrawal tube. Also, fluid particles 
entering the test section tube carry their upstream momentum, which, 
in an average sense, corresponds to a Reynolds number equal to (S 
+ l)Re. Thus, high velocity fluid, albeit nonuniformly distributed, 
is available to participate in the heat transfer process. Finally, the 
turning, the secondary flow, and the subsequent readjustments of the 
velocity field give rise to a substantial amount of mixing which serves 
to enhance the heat transport. 

From a superficial viewing of Figs. 1 and 2, it might appear that the 
successively smaller ranges of the ordinate scales imply a lesser degree 
of augmentation as the Reynolds number increases. In actuality, the 
diminishing ordinate ranges result from the fact that the maximum 
S values that could be attained at higher Reynolds numbers were 
smaller than those attainable at lower Reynolds numbers. As will 
shortly be demonstrated, the augmentation is not a strong function 
of Reynolds number in the range investigated. 

In addition to the higher values of the heat transfer coefficient, 
another effect of fluid withdrawal in evidence in Figs. 1 and 2 is the 
elongation of the thermal entrance region. Therefore, the fluid 
withdrawal process plays the role of an effective augmentation de­
vice. 

Further inspection of Figs. 1 and 2 reveals that whereas all the 
distribution curves display a monotonic decrease with x/D, some tend 
to be concave downward initially. This is especially evident for S 
values in the range from 2.5 to 5. This concavity is distinctly different 
from that of the conventional entrance region distribution and pro-

Nu„ 
Nu~ 

Nu, 

1.0 

2.0 

• 1.5 
d 

1.0 

3.0 

2.5 h 

L2.0 
d 

1.5 

1.0 

4 5,000 =Re 
* S = 0 0- 10,000 

• "°"-8- A . , ~° 20 ,000 
•*"-°--0"6- .-6- -6- ^ -6- ^ .4 . ^ 

1 1 1 1 1 1 1 1 1 1 & & 
A 

A 

I 

k 

1 

S = l 

^ A A 

1 . 1 1 

A 
1 

A 

A 
A-

A 

5,000 ' Re 
10,000 
20 ,000 

A A. A A. 
1 1 1 

A 
1 

A 
1 

A 
1 

S = 2.5 

•EC 

* 

: \ 
~ 1 1 1 1 1 1 

U 

rf 5 ,000 = Re 

a, 10,000 

"a 2 0 , 0 0 0 

,k k, U , "K ,* ,X P 
20 30 

X/D 
40 50 

Fig. 3 Circumferential average Nusselt numbers for S = 0, 1, and 2.5 and 
for parametric values of the Reynolds number , 

Nux 

4 

3 

2 

I 

Y 

• f 
S=4 

y 
~~ i i i i i 7 

i 
7 .T 

Re 

Y 5 ,000 

•v 10,000 

v- 20 ,000 

Y, f , 7 ,7 :Y iY 

Nu, 

6 

5 

4 

3 -

2 -

I 

V 

S = 8 

"V 
V- V 

Re 
V 5,000 
f 10,000 

. v vl » . v I * • » • 

20 30 

X/D 

40 50 

Fig. 4 Circumferential average Nusselt numbers for S = 4 and 8 and for 
parametric values of the Reynolds number 

vides further testimony about the complexity of the flow processes 
induced by the fluid withdrawal. 

Attention will now be turned to an alternate presentation of the Nuj 
results in which data having common values of S are brought together. 
Figs. 3 and 4 have been prepared for this purpose. Fig. 3 consists of 
three graphs, respectively for S = 0,1, and 2.5, whereas Fig. 4 contains 
graphs for S = 4 and 8. In each graph, data for various Reynolds 
numbers are identified via specific symbols. In common with earlier 
figures, the results are once again plotted in the form Nu^/Nu^ versus 
x/D. 

From an overall examination of Figs. 3 and 4, it is seen that in the 
range investigated, Nuj/Nu/d is not a strong function of the Reynolds 
number for a given value of S, especially when S > 1. This finding is 
of practical relevance inasmuch as greater sensitivity might be ex­
pected in the low Reynolds number range than at higher Reynolds 
numbers. Thus, in the absence of other information, it would not be 
unreasonable to use the results of Figs. 3 and 4 for Reynolds numbers 
that are higher than those for which the experiments were per­
formed. 
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The results for S = 0 and 1 are more sensitive to Reynolds number 
than are those for higher values of S. For the case of no fluid with­
drawal (S = 0), the trend with Reynolds number evidenced in Fig. 3 
is altogether reasonable on the basis of prior information. The sen­
sitivity of the S = 1 results can be rationalized on the basis that the 
withdrawn flow is not yet sufficiently dominant to fix the flow field. 
It is believed that the Re = 20,000 results can be used as a first ap­
proximation for higher Reynolds numbers. 

The entrance region results for S = 0 and for Re = 10,000 and 20,000 
have been compared in [1] with available experimental results [2, 3] 
for the thermal entrance region in a conventional turbulent air flow. 
The agreement is altogether satisfactory. The fully developed Nusselt 
numbers for Re = 10,000 and 20,000 were compared with the Petuk-
hov-Popov correlation [4], which is applicable for Re > 10,000. 
Agreement prevails to three percent or better. The present fully de­
veloped data also agree to within two percent with those of Black 

[5]. 
The thermal entrance length has been mentioned previously and 

now will be dealt with in a quantitative manner. The dimensionless 
entrance length (x/D)e is defined here as the downstream distance, 
measured from the center of the tee, where Nu^/Nu/d = 1.05 Results 
based on this definition are plotted in Fig. 5 as a function of the flow 
split number for parametric values of the Reynolds number. The slight 
scatter in the data is due to inherent uncertainties involved in 
graphical interpolation in the flat portion of the curves of Nu^/Nu/y 
versus x/D. 

Examination of the figure shows that the entrance lengths are in 
the 20 to 30 diameter range, which is substantially larger than the 
entrance length for a conventional turbulent air flow. The entrance 
length tends to increase with increasing fluid withdrawal, thereby 
reflecting the longer length of run needed to redevelop and regularize 
the flow downstream of the disturbance caused by the branching. In 
addition, the longer entrance lengths in evidence at higher Reynolds 
numbers are, in all likelihood, due to the diminished viscous damping 
of the disturbances. 

It is seen from the figure that the entrance length for S = 0 is about 
15 diameters. This is larger than the 8 to 10 diameters that is regarded 
as typical for conventional turbulent air flows. In examining the basis 
for this difference, it was found that the present data for Nux/Nu/y 
lie a few percent above those of [2] and [3] in the range x/D = 8 to 15. 
Owing to the flatness of the Nux/Nu/</ versus x/D curve in that range, 
this small deviation is sufficient to cause a relatively large shift in the 
entrance length. It is believed that the small deviation of the present 
Nu x /Nu^ data from those of [2] and [3] is caused by the interruption 
of the wall at the center port of the tee (i.e., at the withdrawal point). 
This interruption alters the velocity distribution in the flow entering 
the test section and may, thereby, induce a longer development 
length. 

Angular Distributions of the Transfer Coefficients. The 
withdrawal of fluid causes a general displacement of the flow toward 
the point of withdrawal, with the result that the velocity distribution 
at the test section inlet is not axisymmetric. As a consequence, cir­
cumferential nonuniformities of the heat transfer coefficient in the 
entrance region are to be expected, and representative results illus­
trating the angular variations are presented in Figs. 6 and 7. 

4 0 

2 0 

O 

Re = 20,000 

- /#^~^ ^-—-" 
-/°^^S—— 

i i i 

a 

I 

—S—— 

o 

i 

IO,000___Ji 

5,000 

I I i I I 

0 2 4 6 8 10 
S 

Fig. 5 Thermal entrance lengths based on N u x / N u M = 1.05 

The figures pertain to Re = 5,000 and 20,000, respectively. Each 
figure contains several columns of graphs, with each column corre­
sponding to a given value of S. The successive graphs in each column 
depict a succession of axial stations, starting with x/D = 2 at the top 
of the column and proceeding down along the column to larger x/D. 
In each graph, the angular distribution of the Nusselt number is 
plotted as a function of the coordinate 0, where 0 = 0 deg is at the top 
of the tube cross section and 6 = 180 deg is at the bottom. For refer­
ence purposes, it may be recalled that the fluid is withdrawn from the 
top of the cross section. The angular distribution at each axial station 
has been normalized by the circumferential average Nusselt number 
Nux for that station. 

The figures show that, in the main, the heat transfer coefficients 
in the upper part of the tube are higher than those in the lower part. 
This finding is consistent with the fact that the withdrawal of fluid 
causes a general displacement of the flow toward the upper part of 
the cross section. The circumferential variations are moderate, being 
at most on the order of ±20 percent for each case. 

Although the circumferential variations are ultimately dissipated, 
they do not necessarily decrease monotonically with increasing x/D. 
For example, the variation in evidence at x/D = 8 for S = 1 is greater 
than that at x/D = 2, both for Re = 5,000 and 20,000. With increasing 
values of S, the maximum variations occur farther upstream, i.e., at 
the first or second measurement stations. An interesting feature of 
the results for large S is the reversal in the shape of the distribution 
curve at the third or fourth stations. This reversal is believed due to 
the effect of a strong circumferential flow from the top to the bottom 
of the cross section, which is driven by the large concentration of fluid 
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near the top that results from high rates of withdrawal. 
For the most part, the circumferential variations are dissipated 

upstream ofx/D = 10. Thus, the attainment of circumferential uni­
formity does not imply thermally developed flow. For S = 1, the cir­
cumferential variations are relatively long lived, as witnessed by the 
fact that substantial nonuniformities are still in evidence at x/D = 
10. To provide information about downstream events for this case, 
an additional distribution curve has been plotted along with that for 
x/D = 10. This second distribution corresponds to the axial station 
at which circumferential uniformity first occurs. 

The high degree of circumferential uniformity in evidence for x/D 
= 60 adds assurance that spurious factors such as unaccounted lo­
calized heat losses or wall thickness variations were not present. 

Conc lud ing R e m a r k s 
The experimental results have demonstrated that fluid withdrawal 

at a branch point in a pipe has a marked effect on the downstream 
heat transfer characteristics in the main line. The circumferential 
average Nusselt numbers Nu* in the thermal entrance region are 
much higher than those for a conventional axisymmetric flow having 
the same Reynolds number. The degree of augmentation at any fixed 
test-section Reynolds number is greater when the ratio of the with­
drawn flow to the test section flow takes on higher values. If the flow 
split ratio is fixed, the axial distribution of Nu^/Nu/d is relatively 
insensitive to the Reynolds number. This suggests that the results for 
Nuj/Nu/d can be applied to Reynolds numbers that are higher than 
those for which the experiments were performed. 

In the presence of fluid withdrawal, the thermal entrance lengths 
(based on Nu^/Nu^ = 1.05) are in the 20 to 30 diameter range, with 
the higher values corresponding to larger flow splits and larger 
Reynolds numbers. These entrance lengths are substantially greater 
than the 8 to 10 diameters that typify conventional turbulent air flows 
in pipes. 

The flow withdrawal process gave rise to circumferential variations 
of the heat transfer coefficient, with the higher values generally being 
on the same side of the tube from which fluid was withdrawn. The 
circumferential variations were moderate, on the order of ±20 percent, 
at most. For the most part, the variations were dissipated upstream 
of x/D = 10, except for a flow split of unity, where the nonuniformity 
persisted to x/D = 20 - 30, depending on the Reynolds number. 
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Analysis of Turbulent Flow and Heat 
Transfer in Internally Finned Tubes 
and Annul! 
The fully developed turbulent flow and heat transfer characteristics for tubes and annuli 
with longitudinal internal fins were analyzed via a mixing length model. The model takes 
account of the proximity of both the fin surfaces and the tube wall as well as of the gradi­
ents in the radial and circumferential directions. Application was made to air flows, and 
a single adjustable constant in the model was fixed by comparisons with experimental 
data for the friction factor and the circumferential-average Nusselt number for internally 
finned tubes. The local heat transfer coefficients exhibited a substantial variation along 
the fin height, with the smallest value {essentially zero) at the base and the largest value 
at the tip. Lesser and more gradual variations were exhibited by the local heat transfer 
coefficients on the wall of the tube or annulus. In general, the fins were found to be as ef­
fective a heat transfer surface as the wall (per unit area). Average Nusselt numbers and 
friction factors are presented for both the tube and the annulus. 

Introduction 

The augmentation of the forced convection heat transfer perfor­
mance of circular tubes by longitudinal internal fins has been inves­
tigated in several recent experiments [1-7]. When compared with 
unfinned tubes on a constant pumping power basis, the finned tubes 
exhibited substantially higher heat transfer coefficients [1, 8]. Such 
fins are also employed to improve the heat transfer characteristics 
of concentric annuli [9] (e.g., double pipe heat exchangers), and rel­
evant experiments are summarized in [10]. Whereas the experimental 
work on tubes with longitudinal internal fins has been focused on 
turbulent flows, the published analyses [11,12] have dealt exclusively 
with laminar flows. The internally finned annulus appears not yet to 
have been analyzed. 

The present research was undertaken to analyze the turbulent flow 
and heat transfer characteristics of circular tubes and annuli with 
longitudinal internal fins. The analysis is based on the differential 
equations for momentum and energy conservation in the flowing fluid 
supplemented by a turbulence model having an adjustable constant. 
Attention is focused on the case of fully developed flow and heat 
transfer, with the thermal boundary condition being uniform heat 
input to, the fluid per unit axial length. The conductance of the tube 
wall is assumed to be sufficiently high so that its temperature is cir-
cumferentially uniform in any cross section (the wall temperature 
varies axially, in step with the increase of the bulk temperature). As 
performed here, the analysis is primarily directed toward gas flows 

and, as a consequence, the variation of the temperature along the 
height of the fin can be neglected. 

Schematic cross-sectional diagrams of the tube and annulus 
geometries to be analyzed are shown in Fig. 1, respectively at the left 
and at the right. The number of fins appearing in these figures is for 
pictorial purposes only; for the analysis, N equally spaced fins were 
considered. Furthermore, in accordance with the most recent exper­
imental work, consideration was given to fins whose height does not 
span the entire flow cross section. Also, to simplify the analysis and 
to keep the number of parameters within reasonable limits, the fins 
were assumed to be thin. In the case of the annulus, heating was 
confined to the inner tube (i.e., to the finned tube), with the outer tube 
adiabatic. 

Unlike conventional tube and annulus flows, where only radial 
variations of velocity and temperature occur in a given cross section, 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
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February 13,1978. 

Fig. 1 Schematic cross-sectional diagrams of an Internally finned tube and 
an internally finned annulus 
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the flows being considered here experience circumferential variations 
as well as radial variations. The presence of the circumferential 
variations activates circumferential transport, both by turbulence 
as well as by molecular mechanisms. As a consequence, it is necessary 
to include the circumferential transport in the analysis and to employ 
an appropriate turbulence model. Another factor that was considered 
is the possibility that the turbulent transport at a given point in the 
flow is influenced both by the proximity of the tube wall and of the 
fin surface. In simpler situations, only the distance from one bounding 
wall need be considered. Various turbulence modeling schemes were 
examined, as will be described shortly. The model ultimately selected 
possesses the virtue of simplicity while providing results in good 
agreement with available experimental information. , 

Once the analytical model was established, it was used to obtain 
both average and local heat transfer results, as well as friction factors. 
The average Nusselt numbers and the friction factors are of direct 
relevance to design, whereas the local heat transfer results provide 
insights into the transport processes. 

The local results are of special interest because they convey infor­
mation that would be extremely difficult to obtain experimentally. 
This includes, in particular, the distribution of the heat loss along the 
height of the fin and the distribution of the tube wall heat loss around 
the circumference. Since the velocity varies along the fin height (i.e., 
in the radial direction), the local fin heat loss would be expected to 
reflect this variation. In particular, if the highest velocities were to 
occur in the neighborhood of the tip of the fin, the heat loss might be 
largest in that neighborhood. Such a finding, if encountered, would 
stand in contrast to the traditional fin model which assumes a uniform 
heat transfer coefficient and predicts a minimum heat loss at the tip. 
With regard to the tube wall heat loss, circumferential variations are 
also expected because the flow is highly constrained near the corner 
where the fin and tube meet and is less constrained away from the 
corner. 

Aside from the aforementioned, results for two other quantities will 
be presented. One of these is the ratio of the fin heat transfer to the 
total heat transfer (fin plus tube). The other is the ratio of the mass 
flow in the inter-fin space to the total mass flow passing through the 
cross section. Perspective will be given to the mass flow ratio by 
comparing it with the corresponding mass ratio for a tube without 
internal fins. Such a comparison indicates the extent of the rear­
rangement of the flow field as the fluid seeks to avoid the relatively 
high frictional resistance in the inter-fin spaces. 

In the presentation that follows, the work on the finned tube will 
be described first, encompassing the formulation and testing of the 
analytical model and the description and discussion of the results 

obtained by application of the model. This is followed by the annulus, 
for which further modeling is carried out as a prelude to the execution 
of the solutions and the presentation of results. 

I n t e r n a l l y F i n n e d T u b e s 
The description of the analysis is facilitated by reference to the 

diagram of the internally finned tube pictured at the left of Pig. 1. 
Because of the evident symmetries, it is only necessary to analyze the 
flow and heat transfer processes in a pie-shaped section that spans 
half of the space between any two adjacent fins. The r, $ cylindrical 
coordinates are illustrated in the figure, and z is the axial coordinate 
normal to the plane of the page. Possible secondary flows are not 
considered because they are beyond the scope of the analytical 
model. 

Conservation Equations and Boundary Conditions. For fully 
developed turbulent flow, the momentum equation appropriate to 
the present problem can be written as 

1 d T , dw 
- — KM + M 
r dr L dr 

1 ! d l \ ^ 1 dp 

dz 
(1) 

in which n and pt are, respectively, the molecular and turbulent 
viscosities. When the dimensionless variables 

V = r/r0, W = w/{r0
2/ii)(-dp/dz) 

are introduced, the momentum equation becomes 

i) drj L 
y(l + jit/p) 

dW 1 — — \ (1 + Ht/n) 
awn 
d# J 

(2) 

+ 1 = 0 (3) 

With regard to the energy equation, the convection term can be 
evaluated for fully developed conditions and for uniform heating Q' 
per unit axial length. From an energy balance, the axial temperature 
gradient is given by 

dT/dz = dTh/dz = Q'/pcpWTrrQ
2 (4) 

where, consistent with the thin-fin assumption, the cross-sectional 
area for fluid flow is expressed as irro2. Then, in dimensionless form, 
the energy equation is 

(W/W) 1 d :[<««<HM« + **S] (5) 

In this equation, <j> is a dimensionless temperature 

<t> = (Tw- T)l(Q'/k) (6) 

and k and kt are, respectively, the molecular and turbulent conduc­
tivities; Tw is the circumferentially uniform tube wall temperature 

JVomenclatur .e . 

Af = surface area of fins 
Aht = heat transfer area of fins and tube 
cp = specific heat 
DF = van Driest damping factor 
D/, = hydraulic diameter 
d = tube diameter 
/ = fanning friction factor, equation (23) 
H ~ fin height 
h = average heat transfer coefficient, 

Q'/(TW - Tb)Aht 

hj = local fin heat transfer coefficient, 
qf/(Tw - T„) 

ht = local tube-wall heat transfer coefficient, 
qt/(Tw - Tb) 

k — (molecular) thermal conductivity 
kt = turbulent thermal conductivity 
L = Nikuradse-type mixing length 
£ = mixing length 

N = number of fins 
Nu = average Nusselt number, hDhlk 
rh = mass flow through entire cross section 
rhji = mass flow in annulus between y = 0 

and y = H 
Pr = (molecular) Prandtl number 
Pr t = turbulent Prandtl number 
p = pressure 
Q' = heat transfer rate per unit axial length 
Q'f = fin heat transfer rate per unit axial 

length 
qi = local fin heat transfer 
qt = local tube-wall heat transfer 
Re = Reynolds number, wDhlv 
r = radial coordinate 
r; = inner radius of annulus 
rm = radius of maximum velocity 
ro = tube radius; outer radius of annulus 
s = circumferential distance, rO 
so = half-distance between fins, rdo 

T - temperature 
Tb = bulk temperature 
Tw = wall temperature 
W = dimensionless velocity, equation (2) 
W = mean value of W 
w = velocity 
w = mean velocity 
y = coordinate measured normal to wall 
z = axial coordinate 
1] — radial coordinate, r/ro 
6 = angular coordinate 
do = half-angle between fins 
H = (molecular) viscosity 
ixt = turbulent viscosity 
v = kinematic viscosity 
p = density 
(j> = dimensionless temperature, (Tw — T)l 

(Q'/k) 
An overbar denotes an average value 
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at any arbitrary axial station in the thermally developed regime. It 
may be observed from equations (3) and (5) that both W and 0 depend 
on the cross-sectional coordinates T\ and 8, but not on z. 

To supplement the conservation equations (3) and (5), the 
boundary conditions and the turbulent transport coefficients nt and 
kt have to be specified. For the velocity, the boundary conditions are 
that W = 0 on the solid surfaces and dW/dd = 0 on the symmetry 
lines. Since temperature variations have been assumed to be negligible 
both along the fin height and around the tube circumference, then 
(j, - 0 on the solid surfaces; on the symmetry lines, d$/d0 = 0. The 
formulation of a model for the turbulent transport coefficients will 
be described in the next section. 

Turbulence Model. A number of candidate turbulence models 
were examined prior to the formulation of the model finally adopted. 
One of those that was actually employed in exploratory computations 
was the k-t model [13], where k is the turbulence kinetic energy and 
t is its dissipation rate. The currently standard version of the k-e 
equations cannot be employed in near-wall regions where, instead, 
the wall functions are used. From the exploratory computations, it 
was found that for certain parameter values, a substantial portion of 
the inter-fin space was, in effect, a near-wall region (i.e., y+ < ~15). 
Since the available wall functions account for the influence of only 
a single wall, they are not suitable for the present problem, where the 
influences of both the tube wall and the fin surface are important. On 
this basis, further involvement with the k-e model was discontin­
ued. 

The Buleev model [14] was carefully considered because it provides 
a means of evaluating the turbulent mixing length at any point in the 
flow, with account being taken of the influence of all the walls that 
bound the flow field. This capability is of importance in the present 
problem, since it is expected that the mixing length at any point in 
the inter-fin space would be affected both by the proximity of the tube 
wall and of the fin. The evaluation of Buleev's mixing length involves 
the determination of the lengths of rays which emanate in all direc­
tions from the point of interest and intersect the solid boundaries of 
the flow. In the present flow configuration (Fig. 1, left-hand diagram), 
the intersection pattern of such rays is very complex owing to the fact 
that the fins intercept certain rays and thereby "shadow" the tube 
surface. The complexity of the calculations, which would have had 
to be performed at a large number of points in the flow field, dis­
couraged the use of the Buleev method. Equally dampening were the 
limitations of the method that were recently exposed by Quarmby 
[15]. 

The model adopted here, which is an algebraic model involving the 
mixing length, will now be described. Consider a typical point such 
as that shown in the figure. The point is situated at a distance y from 
the tube wall and a distance s (= rO) from the fin surface. The mixing 
length at the point is taken to be the resultant of two contributions. 
First, considering a pipe flow without fins, the mixing length at y is 
£p (y), where the subscript p refers to a pipe flow. Next, if the inter-fin 
space is likened to a parallel plate channel, the mixing length at s is 
£c(s), with c denoting channel. 

In reality, the tube wall and fin surface simultaneously influence 
the mixing length at the point (y, s). Furthermore, the closer the point 
is to one of these surfaces, the greater should be the effect of that 
surface on the resultant mixing length. In considering a superposition 
of £p and £c that fulfills this requirement, it should be noted that 
£p (0) = £c (0) = 0. Therefore, a small value of £ associated with close 
proximity to one surface must overpower a large value of £ associated 
with remoteness of the other surfaces. Clearly, a suitable superposition 
should involve reciprocal values of £p and £c, and so we postulate 
that 

i = ^ + - i (7) 
~ **p * c 

where £ is the resultant mixing length. Equation (7) was employed 
to evaluate the mixing length at all points in the inter-fin space. At 
points in the open space between the fin tips and the tube centerline, 
i.e., for y > H, £c is presumed to have no influence, so that £ = £p. 

The mixing lengths £p and £c were each represented as the product 

of a Nikuradse-type mixing length L and the van Driest damping 
factor DF, that is, 

£p = (DF)PLP, £c = (DF)CLC (8) 

Nikuradse's work on turbulent pipe flow yielded [16] 

Lp/ro = 0.14 - 0.08(1 - y/r0)2 - 0.06(1 - y/r0)
4 (9) 

A mixing length representation analogous to equation (9) has not, to 
the authors' knowledge, been used to analyze turbulent flow in a 
parallel plate channel, although such a representation seems quite 
reasonable and could have been employed. For present purposes, it 
is convenient to propose a form for the channel mixing length Lc 

analogous to equation (9) 

Lc/s0 = a i - a2(l - s/s0)2 - a 3 ( l - s/s0)
4 (10) 

where so is the half-width of the channel and 01,02, and 03 remain to 
be determined. In the present problem 

so = rd0 (11) 

Two of the a's can be eliminated by employing the conditions that 
Lc = 0 at s = 0 and that the slope d(Lc/*o)/d(s/so) at s = 0 is equal to 
the Karman constant K. These conditions give 

a2 = 2ai - y2K, 03 = y2/c - a1 (12) 

With K assigned its standard value of 0.4, it is seen that 02 and 03 can 
be eliminated from equation (10), leaving only a\ to be deter­
mined. 

Since the value of a 1 is not directly available, it was deemed ad­
visable to treat it as an adjustable constant in the present analysis. 
In particular, as will be described in a coming section, it was used to 
assist in bringing together analytical and experimental results for the 
average Nusselt number and the friction factor for internally finned 
tubes. A value of 01 = 0.8 was found to give the best agreement. With 
this, the Lc expression can be written as 

LJs0 = 0.8 - 1.4(1 - s/s0)
2 + 0.6(1 - s/so)4 (13) 

The van Driest damping factors appropriate to the pipe and 
channel mixing lengths are 

(DF)P = 1 - exp( - y+/A+), (DF)C = 1 - exp( - s + M + ) (14) 

where 

y+ = y v/TwW/", s+ = s ̂ ~h)/» (15) 

and A+ = 26. The value of TW appearing in y+ is the local shear stress 
on the pipe wall corresponding to the angular coordinate of the point 
(y, s) at which the mixing length is being calculated. Similarly, the 
TW in s + corresponds to the local shear on the fin surface. 

When equations (9,13,14), and (15) are combined with (8), it is seen 
that the mixing lengths £p and £c are completely specified. With 
these, the resultant mixing length £ at any point (y, s) can be found 
from equation (7). 

It now remains to evaluate the turbulent viscosity jit in terms of 
the mixing length and the local velocity derivatives. For flows in which 
there are significant velocity gradients in two coordinate directions, 
a commonly used representation for \it (specific to r, 8 coordinates) 
is 

Ht = p^Kdw/dr)* + (div/rdd)2}1'2 (16) 

This expression can be derived by the same reasoning as was used in 
[17, p. 78] to derive iit for flows in which there is one velocity gradient 
which is dominant. 

By utilizing equation (16), the MI/M ratio needed as input to the 
dimensionless momentum equation (3) can be evaluated. If the \itl\i 
expression is rephrased in terms of the W and ij variables by writing 
w = (W/W)w and y/ro = 1 — ij^the pipe Reynolds number 

Rep = wd/v (17) 

emerges as a parameter. 
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The turbulent conductivity kt can be related to /u( via the turbulent 
Prandtl number Pr, 

W P r t ) c p or kt/k = ( / i t /»(Pr /Pr t ) (18) 

For pipe flows, a value of 0.9 for Prt is widely accepted and was used 
here. The molecular Prandtl number Pr was assigned a value of 0.7 
for all of the present calculations. 

Parameter Specification and Solution Method. An examina­
tion of the dimensionless governing equations and boundary condi­
tions reveals the presence of four parameters: (a) Reynolds number, 
(b) Prandtl number, (c) half-angle 6Q between adjacent fins (Fig. 1), 
(d) dimensionless fin height H/ro- To facilitate comparisons with the 
recent literature, the Reynolds number to be used for parameterizing 
the results will be based on the hydraulic diameter, that is, 

Re = WDJv, Dh = 4(ird2/4)/(ird + 2NH) (19) 

The cross-sectional area appearing in the numerator of Dh reflects 
the thin-fin assumption, while N denotes the number of fins. The 
relationship between the Reynolds number Re of equation (19) and 
the pipe Reynolds number Rep of equation (17) follows as 

Rep /Re = 1 + (NM(H/r0) (20) 

For the computations, numerical values of Re were assigned in the 
range from 104 to 10B. 

As has already been noted, a Prandtl number of 0.7 was used in all 
the computations, which corresponds to air or other gases as the 
working fluid. The half-angle 0o is related to the number of fins N via 
Co = ir/N, with N values between .6 and 18 used for the calculations. 
For H/r0, values were used in the range from about 0.2 to 0.45. The 
ranges of Re, N, and H/ro were chosen to reflect available experi­
mental data. 

The solutions were obtained via finite differences, with the mo­
mentum equation being solved first and then used as input to the 
energy equation. Inasmuch as ixtlv- depends on the velocity field and 
the wall shear stresses which appear in the damping factor, the mo­
mentum equation is nonlinear. This prompted an iterative solution 
in which fit/v- was evaluated from the velocity field of the prior iter­
ation and then used as a known input to the current iteration. The 
solution of the energy equation does not require an iterative approach 
since k/kt is determined (via equation (18)) when ixt/)i is known from 
the velocity solution. 

The finite difference grid was made up of 22 X 40 points, respec­
tively in the circumferential and radial directions. The grid was de­
ployed so that the points were finely spaced adjacent to the tube wall 
and the fin, with expanding step size in the direction away from the 
bounding surfaces. If i and j respectively denote the successive grid 
points in the circumferential and radial directions (with i = 1 and j 
= 1 corresponding to the wall-adjacent points), then the grid pattern 
was defined by {s/s0)i ~ i2, (y/r0)j ~ ; ' 2 . 

Model Testing; Average Coefficients and Friction Factors. 
Results for the average Nusselt number and for the friction factor will 
now be reported, and comparisons made with available information. 
To characterize the average heat transfer performance at any cross 
section in the fully developed regime, an average transfer coefficient 
and Nusselt number were evaluated from 

h = Q'/(TW - Tb)Aht, Nu = hDhlk (21) 

where the heat transfer area Aht includes both the tube wall and the 
fin surface and is given by 

Aht = ird + 2NH (22) 

per unit axial length (note that Q' is also per unit axial length). The 
heat transfer coefficient defined by equation (21) averages the per­
formance of the tube wall and the fins. For the friction factor, the 
Fanning definition was employed to facilitate comparisons 

/ = ( - dp/dz)Dh/2pw2 (23) 

It is easily demonstrated that the Nusselt number is proportional to 

1/06 (06 = bulk value of the <j> variable of equation (6)) and that f is 
related to 1/W. 

As an initial (albeit partial) verification of the analytical model and 
of the computational procedure, results were obtained for fully de­
veloped turbulent flow and heat transfer in a tube without internal 
fins for Re between 104 and 105 and for Pr = 0.7. The Nusselt numbers 
and friction factors were respectively compared to those given by the 
correlations of Petukhov and of Filonenko [18], with respective 
agreement to within one and one-half and two percent. 

Attention was next turned to possible comparisons with available 
experimental results for air flow in internally finned tubes. An ex­
amination of the literature showed that, unfortunately, the conditions 
qf the tests were somewhat different from those of the analysis. The 
experiments were typically performed utilizing a double-pipe heat 
exchanger, with the internally finned tube surrounded by an annulus 
containing a flowing fluid other than air. For such a set-up, the heating 
(or cooling) of the air is not uniform along the length. In addition, since 
temperature measurements were confined to stations upstream and 
downstream of the test section, the reported heat transfer coefficients 
correspond to an axial average. Similarly, the measured friction factors 
also represent an axial average between stations upstream and 
downstream of the test section. 

With the foregoing as background, the fully developed Nusselt 
numbers and friction factors predicted by the present analysis will 
be compared to the experimentally determined Nusselt numbers and 
friction factors of [1]. The experiments of [1] are the most recently 
reported air data and for this reason were chosen for the compari­
son. 

The comparison is made in Fig. 2, where Nu/Pr0-4 and / are plotted 
against Re, respectively in the left-hand and right-hand portions of 
the figure. The factor Pr0-4 dividing the Nusselt number was employed 
in [1] to generalize the results and has been retained in Fig. 2 for the 
same purpose. The solid lines in the figure represent the analytical 
predictions for the specific cases for which the data are identified in 
the inset. 

It may be recalled that the analytical model contained a single 
adjustable constant, the coefficient a i in the circumferential mixing 
length distribution [10]. A succession of values were assigned to ax, 
and that which give the best agreement between the analytical pre­
dictions and the experimental results was found to be about 0.8. The 
solid lines in Fig. 2 correspond to a i = 0.8. Considering the nature of 
the experiments as described in the foregoing and also noting the 
deviations between the test conditions and those of the analysis, the 
level of agreement is believed to be satisfactory. The greatest devia­
tions between the analytical predictions and the data are seen to occur 
at high Reynolds numbers, but there is no ready explanation for this 
trend. 

With regard to the results of Fig. 2, it is relevant to describe how 
the thin-fin analytical model was rationalized with the finite fin 

2 0 0 

100 

80 

60h JV/y ^ c ^ ^ f i r ^ f e ^ H6 
? 

4 0 h ^ « 5 < ! ^ TUBE NO. N H/r„ =^^==§5&=l 4 

Nu 
pr0. 

2 0 -

-
-

-
I 
-

~Ji 

_ 

MO 
L I 4 

L 6 , 7 
- 2 7 

L— 19 

i 

TUBE NO. 

n 

O 

V 
A 

[> 
O 

1 

27 

19 

14 
6 
7 

10 

1 1 

N 

6 

6 

10 
10 
10 

16 
1 1 1 1 1 

plO 
I - I 4 

H/r„ 

0.43 

r6'7 

1-27 

aJV19 

0.46 

0.22 
0.24 
0.26 
0.32 

1 1 1 

-

_ 

I 1 1 I I 

10 f 

10" 10° 

Re 
10= 

Fig. 2 Average Nusselt numbers and friction factors for Internally finned tubes 
from the present analysis and from the experiments of [1] 
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thickness of the experiments. Let Afl0 denote the actual flow cross 
section for a given experiment (i.e., taking account of the blockage 
caused by the fins). If this same flow cross section were to exist in a 
tube having very thin fins, then the diameter cl of that tube would be 
equal to 2VA~nJir . Next, let the heat transfer surface (per unit length) 
in the tube used in the experiment be denoted by A/lt. For the same 
surface area, the height H of thin fins in a tube of diameter <3 would 
be obtained from 

Aht = wd. + 2NH or # = [y2Aht - V 7 A ^ ] / A T (24) 

The d. and H dimensions, defined above, were employed in specifying 
the parameter values for the analytical curves of Fig. 2. 

Analytical predictions for the average Nusselt number and the 
friction factor corrsponding to parametric variations of Re, N, and 
H/r0 were not generated because empirical correlations are available 
in [1]. Rather, attention will be focused on the presentation of local 
results and other information which would be extremely difficult to 
obtain experimentally. 

Local Heat Transfer Coefficients. Since the temperature has 
been assumed to be uniform (and equal to Tw) along the fin height, 
local and average fin heat transfer coefficients may be defined as 

hf = q,/(Tw - Th), hf = qfl(Tw - Tb) (25) 

The variation of hf along the height of the fin is presented in Fig. 3 
for several representative cases, with hf/hf as ordinate and y/H as 
abscissa {y/H = 0 is at the fin base and y/H = 1 is at the tip). The two 
graphs respectively correspond to 6 fins and 18 fins, and in each graph 
results are given for dimensionless fin heights H/ro of 0.2 and 0.4 and 
for Reynolds numbers of 104 and 105. 

From the figure, it is seen that for all cases, the heat transfer coef­
ficient increases monotonically along the fin height, and the extent 
of the variation is substantial. In the neighborhood of the fin tip, the 
local coefficients are large (but finite) and in the range of 2--2V2 times 
the average, while near the base they are virtually zero. These results 
stand in sharp contrast to the standard model used in fin analysis, 
where the heat transfer coefficient is assumed to be uniform. 

The increase of hf along the fin is entirely plausible and reflects the 
fact that the velocity of the fluid that washes the fin is very low in the 
neighborhood of the base and increases monotonically toward the tip. 
The hf variations are smaller at higher Reynolds numbers because 
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of the greater turbulent mixing and the resultant tendency toward 
more uniformity of the flow. Furthermore, the sensitivity of the hf/hf 
distributions to the number of fins is diminished at higher Reynolds 
numbers. The curves for the different fin heights are reasonably well 
correlated by the plotting parameters used in the figure. 

It should also be noted that since the fin temperature is uniform 
along the height, it follows from equation (25) that q//q~f = hf/hf. Thus, 
in the present problem, not only does the heat transfer coefficient 
increase along the height, but the heat transfer itself increases. It is 
expected that this same behavior will prevail for fins characterized 
by moderate temperature variations, as is often the case for fins sit­
uated in air. This finding contradicts the prevailing notion that the 
fin heat transfer is necessarily greatest near the base and least near 
the tip. 

Representative results for the local heat transfer coefficient along 
the tube wall are presented in Fig. 4 via a plot of ht/ht versus 6/80, 
where 

ht = qtl(Tw - Tb), ht = qt/(Tw - Tb) (26) 

The 8 = 0 position corresponds to the corner where the fin and tube 
intersect, while 6/d0 = 1 is midway between a pair of adjacent fins. Fig. 
4 is structured in a similar manner to Fig. 3 and conveys results for 
the same cases. 

The tube-wall heat transfer coefficient is virtually zero in the corner 
and increases monotonically along the circumference of the tube, 
attaining a maximum at the inter-fin mid-point. The extent of the 
h variation on the tube wall is not as great as that along the fin—the 
maximum value of ht/ht being about 1.2-1.3. In addition, the hf/hf 
and ht/ht distributions have rather different shapes. The hf distri­
butions tend to increase steeply along the entire fin height, while the 
ht distributions exhibit a sharp rise in the corner and tend to level off 
thereafter. In general, it appears that the assumption of a uniform heat 
transfer coefficient is more tenable for the tube wall than for the fin. 
Furthermore, ht/ht is relatively insensitive to the variations of the 
parameters. 

From the defining equations (26), it follows that qt/qt = ht/ht, so 
that Fig. 4 provides results for the local tube-wall heat transfer as well 
as for the transfer coefficient. 

Heat Transfer and Mass Flow Ratios. It is of interest to inquire 
about the fraction of the heat load that is carried by the fins and the 
fraction that is carried by the tube, and Fig. 5 has been prepared in 
this connection. The figure compares the heat transfer (per unit 
length) Q'f from the fins to the overall heat transfer Q' (fins plus tube). 
The Q'f/Q' ratio is plotted as a function of the dimensionless fin height 
for parametric values of the Reynolds number (104 and 106) and of 
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Fig. 3 Local heat transfer coefficients along the fin height for Internally finned 
tubes 

Fig. 4 Local heat transfer coefficients along the tube wall for Internally finned 
tubes 
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Fig. 6 Ratio of mass flow In annulus bounded by y = 0 and y = H to total 
mass flow for internally finned tubes 

the number of fins (6 and 18). Also given in the figure is the ratio of 
the fin surface area Af to the total heat transfer area Aht-

The curves show the expected increase of Q'f/Q' with fin height and 
with the number of fins. What is less expected is that Q'f/Q' exceeds 
the Af/Aht area ratio,.signifying that the fins actually carry a larger 
fraction of the heat load than that which they would carry on purely 
area considerations. From this, it follows that on a unit area basis, the 
fins constitute a more effective heat transfer surface than the tube 
wall. This finding, which is the result of an analysis based on iso­
thermal fins, should continue to hold for fins characterized by mod­
erate temperature variations. 

As a final result, the effect of the presence of the fins in bringing 
about a redistribution of the flow will be examined. Since the fluid 
passing through the inter-fin spaces experiences a greater resistance 
than that passing through the open area beyond the tips, a rear­
rangement, with more flow in the fin-free area, is to be expected. 

Let riiH denote the mass flow passing through the annulus defined 
by y = 0 and y = H, while rh is the mass flow in the entire cross section. 
The mnlth ratio is plotted in Fig. 6 as a function oiH/ro for parametric 
values of the Reynolds number and of the number of fins. For pur­
poses of reference, curves are shown for N - 0 (no fins) and, in fact, 
it is the displacement of the curves for N ^ 0 from that for N = 0 
which signals the rearrangement of the flow. It is seen from the figure 
that as the number of fins increases, the fraction of the total flow that 
passes through the inter-face spaces decreases.1 This rearrangement 
of the flow brings about the decreased heat transfer effectiveness of 
the tube wall that was evidenced by Fig. 5. 

Internally Finned Annuli 
The analysis of fully developed turbulent flow and heat transfer 

in an annulus with longitudinal internal fins will be carried out by 
utilizing the model that was developed for the internally finned tube. 
However, a modification is necessary because the mixing length Lp 

(equation (9)) for a pipe flow without fins does not apply for flow in 
an unfinned annulus. It is, therefore, appropriate to develop a mixing 
length representation to replace Lp. 

The Model and its Verification. Consider a fully developed 
turbulent flow in an unfinned annulus with inner radius r; and outer 
radius ro. The velocity, which is zero at /•;, increases with increasing 

r, attains a maximum at r = rm, and then decreases to zero at /'o. The 
radius of maximum velocity has been correlated in [19] as follows 

^ > = l + (roA'i)0'667 

a (27) 
1 + (r,-/r0)aM3 

We propose a mixing length representation consisting of Niku-
radse-type expressions in the inner and outer annuli r; < r < rm and 
rm < r < /'o. For this purpose, let 

y = r - n, y„ • rm - n, yo = r0- rt, y0m = y0 - y,r (28) 

If the mixing lengths in the inner and outer annuli are respectively 
denoted by L,- and L0, then 

Uhm = bi- b2(l - y/ym)2 - 63(1 - yhmY (29) 

Lo/yom = ci - c2(y - ym)2/yon
2 - c3(y - ym)4/y0m

4 (30) 

The flow in the outer annulus is similar to a conventional pipe flow, 
except that the location of maximum velocity (and zero shear) is sit­
uated at a distance y0m from the outer wall instead of at the pipe 
centerline. With this reasoning, the constants ci, c2, and C3 should be 
equal to those for a pipe flow, i.e., Ci = 0.14, c2 = 0.08, c3 = 0.06. To 
find the b's in the equation (29), the following three conditions are 
used: (a) L-, = 0 aty = 0, (b) dL;/dy = K; aty = 0, (c) L; = L0 a ty = ym. 
An expression for «,- was derived in [20] as follows 

( r o A v ) - n r (r0/r,)2 - fl2 Ti/2 

a - 1 
r (r0/r,-)2 - R2 Hi 

L(n>M)(fl2-l)J 
(31) 

1 This result is due solely to the greater resistance in the inter-fin space; 
blockage is not a factor since the fins are assumed to be negligibly thin. 

where K is the Karman constant (= 0.4) and Q is from equation (27). 
Thus, the b's depend upon ro/n. For r;/r0 = 0.5, the application of 
conditions (a-c) yielded fet = 0.14, 62 = 0.045, b3 - 0.095. 

The mixing length expressions (29) and (30) were respectively 
multiplied by a suitable damping factor to obtain a mixing length 
representation which replaces the £p used in the analysis of the in­
ternally finned pipe. Aside from this modification, all other features 
of the analytical model for the pipe-flow case were retained for the 
analysis of the annulus. 

Since the foregoing model has not heretofore been employed for 
the unfinned annulus, it was deemed necessary to test it via com­
parisons with Nusselt number and friction factor information in the 
literature. The computations were performed for r;/ro = 0.5, Pr ( = 
0.9, and Pr = 0.7, with thermal boundary conditions of uniform 
heating at r; and no heat transfer (adiabatic) at r0. The results of these 
computations are presented in Fig. 7, where Nu and / are plotted 
against the Reynolds number (based on the hydraulic diameter). For 
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the unfinned annulus, the hydraulic diameter Dh is equal to 2(ro — 
n) while Aht = 2irr; for the assigned thermal boundary conditions. 

The friction factors from the present analysis (solid lines) are 
compared with several sets of experimental data [21-26] and with 
analytical predictions based on other models [27-28]. The present 
results lie in the middle of the scatter band of the data and agree very 
well with the other analyses. With regard to heat transfer, the only 
available data are those of [19], with which the present predictions 
are in excellent agreement. 

The comparisons presented in Fig. 7 lend confidence to the mixing 
length model (29) and (30). Attention will now be turned to the pre­
sentation of results for the internally finned annulus. 

Results and Discussion. Owing to space limitations, results will 
be presented only for a single radius ratio r;/ro = 0.5, with uniform 
heating per unit axial length at n and no heating at r0. The fins are 
attached to the inner wall of the annulus as shown in the right-hand 
diagram of Fig. 1. Values of Pr and Prt were respectively assigned as 
0.7 and 0.9 as before. The dimensionless fin height, expressed as H/(ro 
— /•;), was given values of 0.2,0.3, and 0.4. The definitions of Nu, /, and 
Re remain as before, but now 

Dh< 
47r(ro2 - r;2) 

-,Aht = 2irn+ 2NH (32) 
27r(r0 + n) + 2NH 

The friction factor and average Nusselt number results are pre­
sented in Fig. 8, which is subdivided into four panels. In three of the 
panels, results are given for 6,12, and 18 fins, respectively. Although 
the dimensionless fin height H/(ro — n) appears as a parameter, it has 
only a slight influence. In recognition of this, the results have been 
averaged over the three values of H/(ro — r;). The average curves are 
presented in the panel at the upper right, where results for the un­
finned annulus (N = 0) are also included. These curves are param­
eterized by the number of fins. It is seen that the Nusselt number is 
somewhat more sensitive to N than is the friction factor, but neither 
is overly sensitive. In particular, the results for 6,12, and 18 fins do 
not differ markedly, and it appears that the curves for N = 18 can be 
used for larger N, if desired. The results for the unfinned annulus 
provide an upper bound for those of the finned annulus. 

Representative results for the local heat transfer coefficient on the 
fin are presented in Fig. 9, where hflhf is plotted as a function of the 
dimensionless distance along the fin height. The variation of hf is seen 
to be substantial, with the smallest values (essentially zero) at the base 
and the largest values (h//hf ~ 2) at the tip. For a given Reynolds 
number, both the shape and the extent of the variation are rather 
insensitive to the number of fins and to the dimensionless fin height. 
With increasing Reynolds number, the extent of the variation di­
minishes. The trends in evidence in Fig. 9 are identical to those of Fig. 
3 for the internally finned pipe, and even the numerical values are 
more or less the same. 

Local heat transfer coefficients on the heated wall of the annulus 
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(i.e., at r = r,) are plotted in Fig. 10 for several representative cases. 
As was also true for pipe flow (Fig. 4), the extent of the h variation 
along the tube wall is substantially smaller than that along the fins, 
and the shapes of the distribution curves are different. By overlaying 
the corresponding graphs in Figs. 4 and 10, it may be seen that the 
ht/ht curves for the pipe and the annulus are very nearly coincident. 
This result is somewhat unexpected, since the heated wall of the pipe 
is a concave boundary for the flow while the heated wall of the annulus 
is a convex boundary. 

The fin heat load Q'f is compared to the total heat load Q' (both per 
unit length) in Fig. 11. In addition to the curves for Q'f/Q', the ratio 
of the fin area to the total heat transfer area is also plotted in the 
figure. For larger numbers of fins, Q'f/Q' > A//Aht, indicating that 
on a unit area basis, the fins are a more effective heat transfer surface 
than the tube wall. For fewer fins, the fin and tube surfaces are equally 
effective for smaller fin heights, with the fins being somewhat superior 
for larger heights. These characteristics are similar to those for pipe 
flow (Fig. 5). 

Fig. 8 Average Nusselt numbers and friction factors for internally finned 
annul!, r,lta - 0.5 
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Fig. 7 Nusselt numbers and friction factors for unfinned annull, r,/r0 

0.5 
Fig. 9 Local heat transfer coefficients along the fin height for Internally finned 
annuli, r,lra = 0.5 

Journal of Heat Transfer FEBRUARY 1979, VOL 101 / 35 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.0 

1.5 

1.0 

0.5 

N = 6 

H / ( r 0 - r , ) = 

0.2 
0.4 \ 

- At 
jf 0.2,0A 

' I I I 

N = 12 N = 18 

0.5 

e/e„ 
i o 
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Fig. 11 Ratio of fin heat transfer to overall heat transfer for Internally finned 
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The response of the flow distribution to the presence of the fins is 
illustrated in Pig. 12. In this figure, rim is the mass flow passing 
through the annulus bounded by y = 0 and y = H, while rh is the mass 
flow passing through the entire cross section. The decrease of riiH/rh 
as the number of fins increases indicates that more and more of the 
flow passes through the unfinned area in order to avoid the higher 
resistance in the inter-fin spaces. 

Concluding Remarks 
A mixing length model was formulated for analyzing fully developed 

turbulent flow and heat transfer in ducts in which there are significant 
variations of velocity and temperature in both cross sectional coor­
dinates. An adjustable constant in the model was fixed by comparisons 
with friction factor and Nusselt number data for air-flow in internally 
finned tubes. The analytical results showed that the local fin heat 
transfer coefficient varied significantly along the fin height, with the 
smallest value (essentially zero) at the base and the largest value at 
the tip. Somewhat smaller variations were in evidence around the 
circumference of the tube wall. The fins were found to be a more ef­
fective transfer surface than the tube wall, on a unit area basis. 

The model was extended to apply to an internally finned annulus. 
Consideration was given to an annulus whose inner bounding surface 
(the finned surface) is heated uniformly, while the outer boundary 
is adiabatic. Average Nusselt numbers and friction factors were 

0.3 

0.2 -

0.3 

0.2 

O.I 

Re = l 0 4
 y ' 

y y' 
y ' 

y^^ ^* 

0 sf ^ 
\ y-^ ^-^"^ 

- — 6 18 

I i I I 
0.2 0.3 

H / ( r 0 - r j ) 

0.4 

Fig. 12 Ratio of mass flow in annulus bounded by y = 0 and y = H to total 
mass flow for Internally finned annuli, r;/ro = 0.5 

evaluated for a range of Reynolds numbers, fin heights, and number 
of fins; the results were found to be quite insensitive both to fin height 
and to the number of fins. The local heat transfer coefficients ex­
hibited trends similar to those for an internally finned pipe flow. The 
fins were found to be at least as effective a heat transfer surface as the 
heated wall of the annulus. 

Before closing, mention may be made of the experiments of Sta-
chiewicz [29] which dealt with turbulent heat transfer to air flowing 
in a longitudinally finned duct of square cross section. Comparisons 
between the present results and those of [29] were not undertaken 
because of differences in flow configuration and thermal boundary 
conditions and of the non-overlapping ranges of the fin height to 
inter-fin spacing ratio. Furthermore, the fins used in the experiments 
were composite structures consisting of a copper core covered with 
a nylon sheath; the latter introduces an additional thermal resistance 
not considered in the analysis. 
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Two-Phase Flow on the Shell-Side 
of a Segmentally Baffled Shell-and-
Tube Heat Exchanger 
This paper reviews work carried out at the National Engineering Laboratory, UK., related 
to pressure drop flow patterns and phase distribution on the shell-side of segmentally baf­
fled shell-and-tube heat exchangers. The experimental work reported was carried out 
using airfwater mixtures in model exchangers of rectangular cross section with tube nests 
containing approximately 40 tubes. Data were obtained on crossflow pressure drop and 
on the pressure drop attributable to the windows. In certain configurations the void frac­
tion and flow pattern maps were obtained. The geometric conditions examined related 
to configurations appropriate to operation as condensers and boilers. Correlations for 
pressure drop and void fraction were developed and flow pattern maps obtained. 

Introduction 

The shell-side of a segmentally baffled shell-and-tube heat ex­
changer is frequently used to evaporate or condense process fluids. 
The accurate prediction of pressure drop with two-phase flow across 
a tube bundle is essential to good design. 

The work reported is part of an investigation undertaken at the 
National Engineering Laboratory, United Kingdom. A seven-tube 
model heat exchanger [1] was first used with air/water mixtures. The 
data in this paper were obtained in a 39 tube model [2, 3] with the 
same mixture. Work is currently in progress with larger units. 

Experimental Heat Exchanger 
The experimental data in this paper were obtained from the model 

shown in Fig. 1. It has a rectangular shell made in acrylic measuring 
483 mm long by 302 mm high by 130 mm wide. The shell contains 39 
tubes of 19 mm outside diameter arranged on an equilateral triangular 
layout of 1.25 pitch/tube diameter ratio. Half-tubes located on the 
walls prevent bypassing. Three segmental baffles give four passes on 
the shell-side. 

Pressure tapping points are located between the baffles and level 
with the baffle cut-edges. The overall pressure drop is thus divided 
into the crossflow zone pressure drop (in the region of the baffle 
overlap) and the window zone pressure drop (around the baffle). 

Flow Patterns 
Two types of mixer were used upstream of the model to generate 

air/water mixtures. In the first, at high water flowrates, compressed 

air was injected into the water through a porous tube and in the sec­
ond, at low water flowrates, water was sprayed into the air through 
a nozzle. 

The flow patterns in the crossflow zones of the model are shown in 
Fig. 2. These were obtained by visual observation through the trans­
parent end tube plates, which also showed that the patterns were 
maintained throughout the model. The patterns are as follows. 

1 Spray flow occurring at high mass flow qualities with liquid 
carried along by the gas as a spray. 

WINDOW ZONE 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, Atlanta, Georgia, Nov. 27-Dec. 2,1977, of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Revised manuscript received by the 
Heat Transfer Division February 17,1977. Paper No. 77-WA/HT-22. 

CROSSFLOW ZONE 

Fig. 1 Experimental heat exchanger 
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Fig. 3 Shell-side flow pattern maps 

2 Bubbly flow occurring at low mass flow qualities with the gas 
distributed as discrete bubbles in the liquid. 

3 Intermittent flow where intermittent slugs of liquid are pro­
pelled cyclically through the model by the gas. 

4 Stratified-spray flow where the liquid and gas are tending to 
separate with liquid flowing along the bottom of the model. The 
gas-phase is entrained as bubbles in the liquid layer and liquid 
droplets are carried along by the gas as a spray. 

5 Stratified flow where the liquid and gas are completely sepa­
rated. 

Spray and bubbly flow occurred with the model of Pig. 1 orientated 
for either vertical up-and-down flow or horizontal side-to-side flow. 
Intermittent flow only occurred with vertical up-and-down flow and 
stratified-spray and stratified flow with horizontal side-to-side 
flow. 

Flow pattern maps were constructed for both vertical and hori­
zontal flow [4,5] as shown in Fig. 3. The parameters of these maps are 
those of Baker [6], modified according to Bell, Taborek, and Fenoglio 
[7]. The map is simply a plot of superficial gas velocity against su­
perficial liquid velocity with physical property terms attached. Su­
perficial is used in the sense that the total flow area and not the actual 

phase flow area is used to calculate the phase velocity. The flow area 
referred to is the minimum cross-sectional area for flow through the 
tube bank. 

Equation Used 
An equation, which is easy to use, has been developed by Chisholm 

[8] for predicting pressure drop with two-phase flow in smooth tubes. 
The equation is 

APTP 

APLO 
= 1 + ( r 2 - 1) |&C< 2 -">/ 2 (1 - x)<2-">/2 + x*- (1) 

where n is the Blasius exponent and x the mass flow quality. APLO is 
the pressure drop for the total mass flowing as liquid and r a physical 
property coefficient defined by 

/AP G 0 y/2 
(2) 

where A P G 0 is the pressure drop for the total mass flowing as gas. 
While no satisfactory general theoretical basis for the coefficient, B, 
exists a number of situations relevant to crossflow do give theoretical 
solutions. Homogeneous theory with the Blasius exponent n = 0 

^Nomenclature. 
A = coefficient in Blasius type equation 

(equation (12)) 
B = coefficient in equation (1) 
/ = crossflow friction factor 
K = velocity ratio (= UQ/UL) 
n = index of Reynolds number in Blasius 

type equation (equation (12)) 
APGO = pressure drop due to friction if total 

mixture flows as gas, N/m2 

APLO = pressure drop due to friction if total 

mixture flows as liquid, N/m2 

APTP = pressure drop during two-phase flow, 
N/m2 

Re = crossflow Reynolds number 
Ua = velocity of gas, m/s 
UQ* = superficial velocity of gas, m/s 
Ul = velocity of liquid, m/s 
Ujj* = superficial velocity of liquid, m/s 
x = mass flow quality 
a = gas volume fraction 

r = physical property coefficient defined by 
equation (2) 

HG = dynamic viscosity of gas, N s/m2 

ML = dynamic viscosity of liquid, N s/m2 

PG = density of gas, kg/m3 

PHOM = homogeneous density of mixture, 
kg/m3 

PL = density of liquid, kg/m3 

a = surface tension, N/m 
4> = parameter defined by equation (9) 

Journal of Heat Transfer FEBRUARY 1979, VOL 101 / 39 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



corresponds to B = 1.0. Plow at changes of section, where the phase 
velocity ratio remains constant along the flow path, gives [9] (a sep­
arated flow model is used) 

B=(i~+K-2)/(pL/pG-l) 
\K on II 

where 

K HE 

In that case n = 0 and 

T2 = £k 
PG 

The zero interface shear model [10] approximates [11] to 

2 2 - " - 2 
B=-

r + i 
with an associated velocity ratio 

. rc/(2-;i) 

\un, 

\nf\z-n) /pL\(l-n)/(2~n) 

V-G' \pG' 

(3) 

(4) 

(5) 

(6) 

(7) 

Lockhart and Martinelli's [12] empirical curve for the two-phase 
multiplier can be approximated [8,13] by 

2 i r - 2 2 "" + 2 21 

" r ' B- (8) 
r 2 - i 

Much of the data used in deriving the empirical curve corresponded 
to a r value of about twenty, giving a B value of the order of unity. 

For convenience \p is used to represent the group. 

APTP , APTP _ _1_ 

APoo T2 1 
APLO 

r 2 - i 
1 

r2 

Equation (1) can then be written 

,// = Bx<2-")/2(l - x)2~n)/2 + x2~n. 

(9) 

(10) 

It is also relevant to note from equations (9) and (10) that where 
APr />/APG0 » 1/r2 and 1 » 1/r2 then 

AP T P B*(2-n)/2(l _ x)(2-n)/2 + x 2 - n (ID 
APGO 

This can sometimes be the most convenient form in which to use 
the equations, particularly for condensers. 

Crossf low Zone P r e s s u r e D r o p 
Pressure drop was measured initially with single-phase flow in the 

model [4, 5] to obtain crossflow and window zone single-phase data. 
Friction factors for the crossflow zones were fitted using a Blasius type 
equation 

/ ; A 

R e " ' 
(12) 

The crossflow friction factors for this model tend to lie below accepted 
values for ideal bundles [4]. 

In the analysis of the two-phase pressure drop measured in the 
crossflow zones of the model heat exchanger with vertical up-and-
down flow, the pressure drops in adjacent zones were combined. This 
gave the following advantages. 

1 Mass velocity effects (change in pressure drop ratio with mass 
velocity at a given mass flow quality) which are opposite in direction 
for up-flow and down-flow, tend to be eliminated. 

2 The combined pressure drop does not have to be corrected for 
gravitational effects (reliable methods are not readily available for 
predicting the gas volume fraction for vertical two-phase flow in tube 
bundles). 

3 A single prediction for crossflow zone pressure drop can be 
used. 

The combined pressure drop data for adjacent crossflow zones of 
the model are shown in Fig. 4. The single-phase pressure drops APO0 

and APLO in equation (9) were calculated using the experimental 
Blasius coefficient A and exponent n for the combined zones (A = 2.70 
and n = 0.37 in equation (12)). The data shown departing from the 
main trend are for intermittent flow conditions. The fit between 
equation (10) and the main data in Fig. 4 is obtained with B = 1.0. A 
value of 0.37 was used for n. The physical properties of air and water 
used in equation (10) were evaluated for a pressure of 105 N/m2 and 
a temperature of 20°C. Data above a mass flow quality of 0.5 are 
replotted to a base of (1 - x) to allow a clearer comparison with pre­
diction. 

A considerable spread in the crossflow zone pressure drop data was 
observed with horizontal side-to-side flow in the model. The spread 
is due to the difference in the type of flow pattern occurring with 
horizontal flow, that is the data for stratified and stratified-spray flow 
lie well below the data for spray and bubbly flow; this is shown in Fig. 
5. The single-phase pressure drops in equation (9) were calculated as 
before using the experimental Blasius coefficient A and exponent n 
(A = 7.24 and n = 0.46 in equation (12)). Open symbols are used to 
plot spray and bubbly flow and solid symbols to plot stratified and 
stratified-spray flow. 

Two values of B are used to fit equation (10) to the data in Fig. 5. 
The first, 0.75, fits the data for spray and bubbly flow and the second, 
0.25, fits the data for stratified and stratified-spray flow. A value of 
0.46 was used for n the Blasius exponent in both cases. 

The fit by Diehl and Unruh (14) to their data for pure horizontal 
crossflow in a rotated square tube arrangement is also shown in Fig. 
5. Their tests ranged from spray flow at high qualities to stratified flow 
at low qualities but did not include bubbly-type flow. The Diehl and 
Unruh curve is in good agreement with the crossflow data of this re­
port for spray and stratified flows. Above a quality of 0.6 equation (10) 
will predict the Diehl and Unruh curve using 

B = 0.75 +3 .5* 1 0 (13) 

to within two percent. 
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Fig. 5 Two-phase pressure drop in crossflow zone (horizontal side-to-side 
flow) open symbols for spray and bubbly flow, solid symbols for stratified and 
stratified-spray flow 

It remains to be seen whether B for crossflow is a constant or a 
function of r the fluid physical properties. Chisholm (8) has shown 
that B is a function both of T and mass velocity for flow in tubes. No 
significant mass velocity effects were noticed in these studies and this 
agrees with the work of Diehl and Unruh (14) for horizontal cross-
flow. 

W i n d o w Zone P r e s s u r e D r o p 
The window zone single-phase pressure drop was expressed as the 

number of velocity heads lost based on the geometric mean velocity 
in the window. The measured coefficients were independent of 
Reynolds number, that is n = 0 in equation (12). Equation (10) be­
comes 

<P = Bx(l -x) + x2 (14) 

A prediction for a window zone based on the homogeneous flow 
model corresponds with B = 1 in equation (14); that is 

ifl = X. (15) 

This simple result is one advantage of using equation (1). 
The experimental two-phase data for the window zones with ver­

tical up-and-down flow are shown in Fig. 6. The single-phase pressure 
drops zVPoo and APi0 in equation (9) were calculated using 1.88 ve­
locity heads (the experimental loss). The data are well represented 
by equation (14) with 

B-
/PHOM\ ° 2 6 

(16) 

This form of equation was suggested by the form of correlation 
obtained by Chisholm and Rooney [15] for two-phase flow through 
orifices. 

The data for the window zones with horizontal flow are shown in 
Fig. 7. The single-phase pressure drops in equation (9) were calculated 
using the experimental velocity head loss of 2.34. Although a detailed 
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study of the flow patterns in the window zones was not possible, it was 
evident that stratified flow prevailed for most of the test conditions. 
From equation (6) with n = 0 

B-
r + i 

(17) 

From Fig. 7 it is apparent that equation (14) with this value of B 
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is in good agreement with experiment. For air and water at 106 N/m2 

and 20°C, r = 29 and B is thus 0.067. 

Tube Row Submergence 
The performance of a condenser is reduced when part of the tube 

bundle is submerged in condensate owing to the reduced heat transfer 
on these tubes. 

In a separate set of tests with stratified flow only the liquid levels 
along the first and last crossflow zones of the model were measured 
for three different flowrates. The free volume above these levels was 
integrated along the crossflow zone and converted into a mean liquid 
volume fraction as shown in Fig. 8. 

The liquid fraction can be evaluated from * 

1~« 
1 

(18) 

1+-
XPL 

K(1-X)PQ 

The velocity ratio K by the zero interface shear model is given by 
equation (7), and the curve corresponding to equations (7) and (18) 
is shown in Fig. 8. Surprisingly while these equations give good 
agreement at lower flow qualities, they underestimate the data at 
higher flow qualities. 

Fig. 8 also shows the deduced velocity ratios. Values as high as 100 
were obtained compared with theoretical values of 35. This aspect of 
the work is receiving further attention as part of the research pro­
gramme of the Heat Transfer and Fluid Flow Service operated by the 
National Engineering Laboratory and AERE, Harwell, UK. 

Conclusions 
Equations are presented for calculating the shell-side pressure drop 

for segmentally baffled shell-and-tube heat exchangers with two-
phase flow. The equations have been developed from experimental 
work where the heat exchanger models did not have manufacturing 
clearances. 

The pressure drops were correlated using the equation 

APTP 

APLO 
1 + ( r 2 - 1) {fix<2-">/2(l - x)(2-")/2 + x2-"\. 

In crossflow the following approximate values of B are given by 
experimental data: 

vertical up-and-down spray and bubbly flow 

horizontal side-to-side spray and bubbly flow 

horizontal side-to-side stratified 
and stratified-spray flow 

£ = 1.0 

B = 0.75 

B = 0.25. 

For the windows, where n = 0: 

vertical up-and-down flow B -

horizontal side-to-side flow B 

V H O M ' 

2 

r + i 
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The Thermal-Hydraulic Phenomena 
Resulting in Early Critical Heat 
Flux and Rewet in the Semiscale 
Core 
Analysis was performed to determine the thermal-hydraulic behavior in the electrically 
heated core simulator of the Semiscale Mod-1 system during the early stage of a simulated 
LOCA initiated by a large cold leg break. The calculated incore hydraulic behavior was 
used to obtain a better understanding of early CHF (480 to 700 ms after rupture) and the 
occurrence of rewet in some locations after CHF. Analysis indicated that shortly after 
rupture the flow in the upper core stagnated for 600 ms, and the core rapidly voided of 
coolant. In the center and lower regions of the core, the calculated fluid qualities were be­
tween 30 and 70 percent at the time of measured CHF. The high fluid qualities in the flow 
channels about the heater rods indicated that the mechanism of CHF was dryout of the 
heater rod surfaces. Critical heat flux did not happen at the location of instantaneous 
flow stagnation associated with the flow reversal; nor did CHF occur in the region of the 
prolonged flow stagnation. At about 700 ms after rupture the core flow completely re­
versed direction, and the influx of coolant from above the heated core was responsible for 
the measured rewets. 

Introduction 

If a large rupture were to occur in an inlet (cold leg) pipe of a pres­
surized water reactor (PWR) vessel, the loss of coolant would produce 
a rapid decrease in pressure, the core coolant would reverse flow di­
rection, and eventually the core would experience a critical heat flux 
(CHF) (loss of heat transfer leading to a rapid increase in fuel rod 
surface temperature). In such a postulated accident, the nuclear en­
ergy generation rate would decrease with the loss of the water mod­
erator, but without a sufficient cooling period before CHF to reduce 
the stored thermal energy in the fuel rods and without effective 
emergency core cooling the cladding temperatures could rise to levels 
which could cause cladding melting or structural failure. In order to 
better understand the thermal-hydraulic behavior and mechanism 
leading to CHF in a PWR and to provide more information to better 
calculate the time of CHF in a PWR, results from a Semiscale Mod-1 
experimental test were analyzed. Semiscale is a small non-nuclear 
system modeling a PWR for the purpose of providing data for eval­
uating system and core behavior during simulated loss-of-coolant 
accidents (LOCAs). Experimental and analytical results for the 
thermal-hydraulic behavior and CHF in the core during a simulated 
large cold leg pipe break are presented in this paper. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 3,1978. 

Prior experimental studies have been undertaken to understand 
the behavior which may occur in a core from a large cold leg pipe 
rupture. Leung [1] observed blowdown (loss of coolant resulting in 
depressurization) of Freon-11 in an internally heated annulus. He 
found that during blowdown with reverse flow the heated section 
quickly voided after the flow reversed direction and CHF was ob­
served to occur at high void fraction. A critical heat flux did not 
happen at the time of instantaneous flow stagnation when the coolant 
reversed direction. Smith, Price, and Griffith [2], studying flow re­
versals of Freon-113 in a heated tube at constant pressure, also ob­
served that CHF did not occur at the first reduction of flow to zero. 
The experiments by Smith did not product flow stagnation for an 
extended time within the tube, but Smith hypothesized that the 
possible occurrence of a stagnation for an extended time in a PWR 
would produce the worst conditions leading to CHF. 

The Semiscale Mod-1 experiments, unlike those of Leung or Smith, 
were conducted with an electrically heated 40-rod bundle core with 
water as the coolant and simulated a pipe rupture from nominal PWR 
operating pressure and temperature. The purpose of the Semiscale 
non-nuclear thermal-hydraulic experiments is to provide experi­
mental data that can be applied to the development and verification 
of analytical models describing LOCA phenomena in water cooled 
nuclear power plants. In th^ Semiscale tests with a double offset shear 
cold leg pipe rupture, a critical heat flux was observed to occur in the 
center and lower parts of the core within 700 ms after rupture and as 
early as 480 ms [3]. In some cases those rods which experienced CHF 
were rewet within 1.5 s after rupture. 
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The purpose of this study is to improve the understanding of the 
core thermal-hydraulic phenomena during a simulated large cold leg 
pipe break using Semiscale as the tool, and to determine the condi­
tions related to the occurrence of early CHF and rewet. To this end, 
the internal core hydraulic equations were solved using boundary 
conditions derived from measured data and the core energy transfer 
rate calculated from measured heater rod temperature data. Details 
of the results of these calculations and how they relate to measured 
CHF data are presented. 

Semiscale Experimental System and Operating 
Procedure 

The Semiscale Mod-1 experimental apparatus shown in Fig. 1 is 
a small scale model of a four-loop pressurized water reactor. The 
Semiscale system, which has a liquid volume of approximately 0.22 
m3, consists of a pressure vessel and internals, an intact loop consisting 
of a pressurizer, steam generator, and coolant pump, and a broken 
loop with hydraulic resistances that simulate an inactive steam gen­
erator and a locked rotor pump. The intact loop of the Semiscale 
system models three loops of a typical four-loop PWR. The broken 
loop simulates the fourth PWR loop. Simulated pipe ruptures are 
performed by blowing out rupture disks in the broken loop piping. 
A detailed description of the system configuration can be found in 

[4]. 
The Mod-1 core in the Semiscale system consists of 40 electrically 

heated rods of typical PWR fuel rod diameter (1.072 cm). Four 
Chromel-Alumel thermocouples swaged between an inner and outer 
cladding (Fig. 2) provide rod cladding temperature measurements 
at different axial locations along the 168 cm heated length of the 
heater rods. The overall length of the rod is about 526 cm and the 
bottom of the 168 cm heated section is about 363 cm below the vessel 
cold leg centerline. The rods extend from the bottom of the heated 
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Fig. 1 Semiscale Mod-1 system cold leg break configuration isometric 
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Fig. 2 Cross section of Mod-1 heater rod 
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section to the vessel upper plenum, pass out through the vessel upper 
head, and are held in place by ten evenly spaced grid spacers. The axial 
power distribution has a half cosine shape with a center axial power 
factor of 1.58. The core minimizes the influence of nonheated 
boundaries surrounding the heated core rod bundle. A thermal in­
sulator was located between the heated core bundle and the core 
shroud. The thermal insulator serves to reduce heat transfer to the 
downcomer during steady state conditions and reduces the transfer 
of stored heat from the core barrel to the coolant during the transient. 
The distance between the heater rods at the periphery of the rod 
bundle and the core shroud is half the distance between heater rods, 
which gives close to the same mass flux about all the heated rods. 

Fluid density, flow, pressure, and temperature measurements were 
made at the core inlet and in the intact and broken loop hot leg piping 
adjacent to the vessel upper plenum. Fluid temperatures were mea­
sured at every other grid spacer in the heated core. Fluid density 
measurements were obtained from a gamma attenuation device. The 
flow measurements were obtained from both a turbine flowmeter 
(which measured volumetric flow rate) and a drag disk flowmeter 
(which measured momentum flux) used in conjunction with the fluid 
density measurement. Fluid temperature was measured using 
Chromel-Alumel thermocouples and platinum resistance temperature 
detectors. A strain gage diaphragm transducer connected between 
the upper and lower plenums by water-filled lines was used to measure 
the upper to lower plenum differential pressure. A Hall-effect mul­
tiplier device measured total core power, a digital voltmeter measured 
core voltage, and a shunt circuit provided core current. 

Experimental data from Test S-02-9 [5] were used for this analysis. 
Test S-02-9 was a simulated double offset shear cold leg break test, 
and the experimental results during the early period of blowdown in 
this test were similar to results from other Semiscale tests with large 
cold leg breaks [6]. This test had a flat radial power profile (some 
Semiscale tests had a center-peaked radial power profile) which could 
be better modeled by the single channel hydraulic solution. Conditions 
prior to rupture were a core power of 1.56 MW, a core inlet tempera­
ture of 557 K, a core temperature rise of 38 K, a system pressure of 
15.5 MPa, and a peak power density of 38.9 kW/m. For this test the 
core contained two failed heater rods, 37 powered heater rods, and 
one liquid level probe. 

In preparation for Test S-02-9, the system was filled with treated 
demineralized water and vented to assure a liquid full system. The 
system was heated to initial conditions and held for 10 to 20 min in 
order to establish system equilibrium. The rupture assemblies were 
then actuated to produce a simulated double-ended pipe break. 
Digitized data were recorded at approximately 17 ms intervals. 

Core Hydraulic Calculation 
The core hydraulics were solved using the computer program 

COBRA-IV-I [7].1 COBRA-IV-I solved the governing conservation 
equations for mass, momentum, and energy using homogeneous flow 
theory and thermal-equilibrium conditions. The COBRA-IV-I com­
puter program was designed for multichannel core calculations with 
lateral energy and momentum transfer between subchannels. The 
Semiscale core was modeled as a single channel extending from the 
core barrel inlet to the upper plenum as illustrated in Fig. 3. The single 
channel COBRA-IV-I calculation was used for the radially flat power 
profile test as a prelude to multichannel analysis of tests with radial 
peaking power. The model contained 35 volumes with each volume 
having an axial height of 12.7 cm. The flow area contraction, which 
existed between the core barrel inlet and the start of the heated core, 
and the expansion at the top of the heated core where the core shroud 
terminated were included within the model. The wall component of 
the surface stress tension used in the conservation of momentum 
equation was modeled by a Blasius type empirical friction factor 

1 Code configuration control number H00062IB, Idaho National Engineering 
Laboratory. 
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Fig. 3 COBRA-IV-I single-channel model for the Semlscale Mod-1 core 

equation. A homogeneous two-phase multiplier was used to account 
for the increased pressure loss when the homogeneous quality was 
between zero and unity. The grid spacers, the mixer plate in the core 
barrel inlet housing, and the drag disk and turbine flowmeter flow 
resistances were included in the model as constant resistance factors 
determined from single-phase fluid experimental data. 

The boundary conditions in the hydraulic calculation included: 
a) System pressure 
b) Enthalpy at the core bottom or top when flow was into the 

core 
c) Differential pressure between core bottom and top 
d) Heat transfer rate between core and coolant. 

These boundary conditions were calculated from measured data. 
Enthalpy at the core bottom was determined from the measured fluid 
density and system pressure. Enthalpy at the core top was determined 
from system pressure and fluid densities measured next to the vessel 
in the intact and broken loop hot legs. The differential pressure be­
tween the upper plenum to the lower plenum was corrected for a 38 
cm head of mixture which existed between the pressure measurement 
tap in the lower plenum and the core barrel inlet. The specified energy 
transfer from the core heater rods to the coolant was obtained from 
an inverse heat conduction solution (INVERT)2 using measured 
heater rod temperature data. 

COBRA-IV-I provides the option to use an implicit or explicit 
scheme for solution of the applicable conservation equations. The 
explicit scheme was designed for fast transient analysis. For this study, 
the implicit method of solution was used to obtain steady state con­
ditions and the explicit method was used for the transient solution. 
The calculated variables were entered on magnetic tape at 20 ms in­
tervals. Results presented are taken from data on the tape and, 
therefore, are limited to a 20 ms calculation resolution. 

In this study, the single-channel model provided radially integrated 
variables in the core. Although subsequent multichannel analysis has 
shown that some radial redistribution of coolant occurs during both 
the steady state and the transient phases from variations in the fluid 
surface shear stresses and nonheated surfaces, the calculated variables 
from the multichannel calculations are not much different than those 
from the single-channel calculation. Therefore, the discussion and 
conclusions drawn from the single-channel study are consistent with 
those from a multichannel solution. 
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Fig. 5 Comparison of calculated density with measured data at the core 
Inlet 

Comparison of Calculations with Experiment Data 
Comparisons between calculations and experiment data are pre­

sented in Figs. 4 and 5. Because of the complex Semiscale Mod-1 
vessel and core geometry neither incore flow variables nor variables 
to define thermodynamic state were measured. Hence the calculated 
variables could only be compared with data measured in the core 
barrel inlet near the bottom of the core. Fig. 4 shows the calculated 
mass flux compared with the measured flux at the elevation of the 
momentum flux (drag disk) measurement. The measured mass fluxes 
shown were obtained from both the momentum flux and volumetric 
flow (turbine flowmeter) combined with the measured density. Be­
tween 100 and 300 ms after rupture, the drag disk reached its me­
chanical limit, and during this period no data were available for 
comparison with the calculation. The turbine flowmeter had a slower 
response time than the drag disk and did not measure the fast flow 
reversal accurately. Beyond 800 ms after rupture, however, the turbine 
flowmeter provided data which compared well with those from the 
drag disk and with the calculated mass flux. Fig. 5 compares the cal­
culated and measured fluid densities. The density was also calculated 
well by COBRA-IV-I. 

The good agreement between the COBRA-IV-I calculations and 
the experiment data lends confidence that COBRA-IV-I calculated 
the behavior correctly in the interior of the Semiscale Mod-1 core. 

Results and Discussion 
In experiments at nearly steady-state conditions, the critical heat 

flux has been found to be strongly related to fluid quality and to a 
lesser extent dependent on mass flux [8]. The influence of the quality 
and mass flux on critical heat flux during blowdown in which a flow 
reversal occurs is discussed. The COBRA-IV-I calculated results were 
used to provide the hydraulic variables associated with CHF and 
rewet. At times shortly after initiation of rupture the low flow resis­
tance path to the cold leg break produced a fast flow reversal at the 
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bottom of the core (Fig. 4). The flow reversal was calculated to extend 
above the center of the core heated region where a flow stagnation 
occurred, as shown in Fig. 6. The axial flow rates shown in Fig. 6 in­
dicate that the flow stagnation occurred close to the 89-cm elevation.3 

About 700 ms after rupture the fluid above the stagnation region re­
versed direction, and coolant flowed from the upper plenum down 
through the core. 

The center and lower core regions rapidly voided during the first 
800 ms, whereas the upper core did not empty to as great an extent. 
This voiding rate is characterized in Fig. 7, which gives the calculated 
qualities at various axial elevations. Examination of these curves 
reveals that within 500 ms the quality increased from zero to about 
90 percent in the central and lower regions of the core. Three major 
factors contributed to the fast rate of voiding in the center and lower 
parts of the core. First, the flow stagnation located within the core 
caused the core to empty from both ends. Second, coolant that was 
heated initially as it flowed up the core was reheated as it reversed 
direction and passed back down through the central and bottom re­
gions of the core. The reheating process increased the mixture specific 
volume, which increased the rate of expulsion of coolant from the core. 
Third, the system pressure rapidly decreased as the system changed 
from a subcooled to a saturated state (subcooled blowdown). The 
pressure decrease (from 15.5 to 11 MPa within 50 ms) produced an 
increase in core to coolant heat transfer rate as shown in Fig. 8. With 
the drop in system pressure, the difference between the pressure of 
the water vapor at the heater rod surface and the pressure of the bulk 
fluid increased, which enhanced nucleate boiling. The result was that 
after rupture and up to the time of CHF, the core heat flux was larger 
(by as much as 45 percent) than the heat flux level prior to rupture 
(Fig. 7). 

The increase in heat transfer caused by the subcooled depressuri-
zation is an important point to consider for those experimentally or 
analytically attempting to study core behavior during the early part 
of a LOCA. If during an experimental study, subcooled blowdown is 
not simulated, the energy transferred from the core to the coolant will 
be low. For the high power region of the Semiscale Mod-1 core, 12 to 
15 percent more heat was transferred to the coolant prior to CHF than 
could have been added at the initial operating level. Smith, Price, and 
Griffith [2] in their calculations for the time to void a PWR fuel as­
sembly of coolant performed analysis at constant pressure and, 
therefore, did not consider the addition of heat from enhanced nuc­
leate boiling caused by subcooled blowdown. Their estimated times 
for voiding a PWR fuel assembly would presumably be shorter with 
the additional energy. 

The upper part of the core, from the time of rupture until CHF, did 
not experience the fast rate of emptying or reach as high a void frac­
tion level as did the center and lower parts of the core (Fig. 7). This 
upper region maintained more coolant partly because the fluid did 
not reheat after a reversal of flow direction. Also, for the half cosine 
axial distribution of power, the heat generation rate was lower in the 
upper core compared with that in the central core region, and less 
energy was transferred from core to coolant. This lower energy 
transfer rate did not produce as rapid an expulsion rate of coolant 
from the upper core as occurred for the central section of the core. 

Fig. 9 shows the calculated quality compared with the mean heat 
flux at the core peak power zone. The axial peak power region was 
located at about the center of the core (53 to 79 cm) and the ther­
mal-hydraulic behavior at this level was typical of both center and 
lower parts of the core where CHF predominantly happened. The 
mean heat flux was determined using 22 flux values calculated from 
measured heater rod temperature data in the peak power zone and 
the inverse conduction solution. Curves representing one standard 
deviation above and below the mean heat flux are also shown in Fig. 
9. The variation about the mean heat flux up to the time of CHF (450 
to 630 ms) was small, but became larger after CHF because of the 
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occurrence of some rewetting. Fig. 9 shows that the heat flux rapidly 
decreased during the time of rising quality (500 to 650 ms). This de­
crease in heat flux was indicative of CHF. The rate of change of the 
quality curve is steep, and the quality ranges from 30 to 65 percent 
during the 150 ms period in which the critical heat fluxes occurred. 
The range in quality corresponds to an 80 to 96 percent void fraction 
which suggests that the critical heat flux resulted from dryout at the 
rod surface as opposed to a steam film forming between the rod and 
a low quality mixture. 

The mass flux has been found to be an important variable in­
fluencing CHF under quasi-steady test conditions; however, this 
analysis indicated the mass flux was not the principal independent 
variable influencing early CHF in this Semiscale Mod-1 experiment. 
Fig. 10 compares the mass flux and the mean heat flux at the peak 
power zone. CHF did not occur at the instantaneous stagnation as­
sociated with the flow reversal. This observation is consistent with 
other studies [1, 2]. The relative unimportance of mass flow rate on 
CHF is seen to be especially true in the upper section of core where 
the analysis showed a prolonged (600 ms) flow stagnation (Fig. 6). The 
lack of mixing and reduced convection did not lead to a CHF as might 
be expected, indicating the low flow rates or prolonged stagnation does 
not necessarily produce early CHF in the Semiscale Mod-1 system. 

From examining the calculated incore hydraulics and heat flux, a 
descriptive account of the behavior leading to CHF during the 
blowdown transient can be formulated. As the coolant changed from 
subcooled to saturated state (about 100 ms after the pipe rupture), 
the high mass flux would have produced a turbulent bubble flow re­
gime. Bubbly flow was visually observed by Leung during the initial 
stage of blowdown. As the core rapidly emptied from 100 to 600 ms, 
the void fraction approached unity which would have given some 
entrained liquid in the center of the almost voided flow channels while 
leaving a liquid film at the wall. As the void fraction increased and 
deentrainment to the liquid film decreased, the liquid film rapidly 
dried out. The rate at which the film dried out can be estimated by 
considering all the liquid in the core to be located at the heater rod 
walls, and no entrainment to the liquid film. For a film thickness of 
0.05 cm which corresponds to a thermodynamic equilibrium quality 
of about 30 percent, the time to vaporize the film with a rod surface 
heat flux of 1.04 MW/m2 would be about 48 ms. This illustrates the 
rapid rate at which dryout would happen as the core emptied and 
deentrainment ceased. 

In the Semiscale core during Test S-02-9 and other cold leg break 
tests, core locations which experienced CHF often were rewet shortly 
after the CHF [3]. In most cases the rewet shortly after CHF was only 
temporary, and another CHF occurred. The effect of the rewet at an 
axial peak power location was to reduce the maximum rod surface 
temperture by 55 to 83 K below that of a similar rod at the peak power 
location which did not rewet. The rewet behavior depends strongly 
on surface temperature and the amount of coolant for rewetting the 
surface [9]. Analysis indicated that the rewets resulted from the influx 
of a lower enthalpy mixture into the heated core after complete flow 
reversal. The quality gradient increased in the downward direction 
(Fig. 7) after 1 s. The heater rod surface temperatures, on the other 
hand, peaked in the core center (because of the half cosine shaped 
power profile) and decreased above and below the center after CHF 
occurred. The resulting reestablishment of high cooling rate after CHF 
happened where the quality and rod surface temperatures were suf­
ficiently low to allow rewets. Above the core center the quality was 
low (Fig. 7) as were the rod surface temperatures after CHF, and this 
combination of quality and surface temperature led to the measured 
rewets. The center of the core had both higher quality and higher rod 
surface temperatures after CHF (temperatures reached 760 K prior 
to the time of rewet) than did the upper region of the core. The in­
creased quality and temperature led to only some rods rewetting. In 
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Fig. 10 Comparison of calculated mass flux with the average heat flux from 
measured data at the core peak power zone (53 to 79 cm elevation) 

the lower part of the core the quality increased from that of the center 
regions, but the surface temperatures after CHF were lower. The 
combination of surface temperatures and quality led to a similar rewet 
behavior observed in the core center; some rods rewet whereas others 
did not rewet. 

Conc lus ion 
The calculated thermal-hydraulic behavior and experimental data 

provided a better understanding of the core phenomena and the 
conditions leading to the early CHF and rewet during blowdown 
produced by a large cold leg pipe rupture. On the basis of results ob­
tained in this study, specific conclusions can be drawn: 

a) After rupture, flow stagnation occurs in the upper section of 
core and lasts until about 700 ms after rupture. 

b) During the flow stagnation time period, the center and lower 
core empty rapidly. The fast rate of voiding is produced by the core 
emptying from both ends, a reheating of coolant after flow reversal, 
and an increased heat flux produced by enhanced boiling from the 
rapid subcooled depressurizatioii. 

c) Voiding of flow channels about the heater rods in the center 
and lower core leads to a dryout of the heater rod surfaces. 

d) Critical heat flux does not happen at the instantaneous flow 
stagnation associated with the flow reversal, nor does CHF occur in 
the region of the prolonged flow stagnation. 

e) The observed rewetting of some rods which experienced CHF 
is produced by an influx of coolant into the top of the heated core after 
complete flow reversal (after 700 ms). 
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Effect of Solid Properties and 
Contact Angle in Dropwise 
Condensation and Ewaporation 
For droplets condensing on or evaporating from a solid surface, the effects of the solid ma­
terial properties and the droplet contact angle are analyzed by solving the steady heat-
conduction equation for a geometry consisting of a spherical segment droplet on a serni-
infinite solid. In obtaining the solution it is assumed that heat is transported to or from 
the solid only through the droplet and that there is perfect thermal contact at the solid-
liquid interface. With suitable boundary conditions at the liquid-vapor interface some 
exact and approximate solutions are found and then used to obtain the overall heat flow 
through the droplet. 

1 Introduction 

In view of the large heat fluxes observed in dropwise condensation, 
this subject has received a considerable amount of attention. Although 
the analysis and the physical fundamentals of the reverse process, 
dropwise evaporation, are similar in many respects, most of the effort 
has been concentrated on the condensation problem. Due to the 
complexity of these heat-and-mass transfer processes, an exact 
analysis is virtually impracticable. However, several models have been 
proposed to approximate the condensation process but oversimpli­
fications invalidate some of these. For example, Fatica and Katz [1], 
Sugawara and Michiyoshi [2], and Nijaguna [3] have considered 
steady heat conduction in a single droplet with a discontinuity in the 
temperature along the edge. The discrepancy due to this discontinuity 
was recognized by Ahrendts [4], Hurst and Olson [5] andUmur and 
Griffith [6] and it was later shown [7] that such a model is inadmissible 
because it predicts an infinite amount of heat flow across the droplet. 
Other models [4,6,7] are incomplete in the sense that the condenser 
material properties could not be considered and their validity is, 
therefore, restricted to cases in which the thermal resistance between 
the droplet and the vapor is dominant. However, there has been some 
interest in understanding the effect of the condenser material prop­
erties, and in one of the first analyses Mikic [8] suggested that the 
effect was due to large droplets behaving as inactive areas constricting 
the heat flow. Recently, this idea was further pursued by Hannemann 
and Mikic [9] with some modifications of the original model. Earlier, 
Hurst and Olson [5] considered the condenser material properties by 
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numerically solving the heat equation for a hemispherical droplet on 
a flat disk-shaped condenser. 

In the present study both evaporation and condensation of droplets 
are analyzed and the effect of the condenser (evaporator) material 
is dealt with by solving the steady heat conduction equation for a 
geometry consisting of a droplet in the form of a spherical segment 
on a semi-infinite solid (see Fig. 1). This model assumes that the in­
fluence on a droplet due to surrounding droplets is negligible. The 
results of this analysis show that for a liquid like water condensing 
on (evaporating from) a metallic solid the temperature within the solid 
approaches the far-field value rapidly with distance from the edge of 
the droplet. Therefore, it is quite reasonable to assume that the range 
of influence of a droplet is restricted to a distance which is of the order 
of the droplet size and droplets so distributed may be regarded as 
isolated. However, a large droplet near several very small ones has a 
strong influence on them, and the present analysis is not valid for such 
cases. The model also restricts the validity of the results to systems 
having condensers (evaporators) more than a few droplet radii thick. 
Thin solid sheets such as foils are excluded. For the droplets of interest 
(less than one mm diameter) the assumed droplet shape is quite 

Vapor 

Fig. 1 Physical model for the analysis 

48 / VOL 101, FEBRUARY 1979 Transactions of the ASME Copyright © 1979 by ASME

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



reasonable because the effect of gravity is much weaker than that of 
surface tension. Also for such droplets the viscous forces dominate 
over gravity, and free convection can be neglected (the Grashof 
number is less than ten for water). One need not consider the transient 
effects in the heat conduction because the condensation or evapora­
tion appears to be much slower than diffusion. That is, the time it 
takes for the droplet size to change by an amount comparable with 
the original size is much longer than the time it takes for the latent 
heat to diffuse into or out of the droplet. In solving the steady con­
densation problem, the transfer of latent heat into the liquid droplet 
due to the vapor flow is approximated by a mixed boundary condition 
involving a heat-transfer coefficent, h, which is calculated by using 
Plesset's formula [10,11] for vapor flow onto a liquid sphere. By using 
such a boundary condition we match the heat fluxes on each side of 
the liquid-vapor interface. The vapor with a far-field temperature T„ 
deposits a heat flux h(TB — Ts) onto the cooler liquid surface having 
a temperature distribution Ts. This flux is equated with the heat flux 
conducted into the droplet. For an evaporating droplet, it follows from 
Plesset's results [10] that the temperature of the liquid-vapor interface 
can be taken equal to the far-field vapor temperature T„. The solid-
vapor interface for both cases is taken to be insulated because the 
thermal conductivity of the vapor is much smaller than that of the 
solid. This condition is not only realistic but also necessary to obtain 
a nontrivial bounded solution for the temperature. Along the solid-
liquid interface perfect thermal contact is assumed and therefore the 
temperature and the heat flux are required to be continuous. At large 
distances into the solid the temperature is taken to be a constant, To-
For this model, exact solutions are found for an evaporating droplet 
(T0 > T0). For the case of a condensing droplet (To < T„) exact so­
lutions are found for some special values of h and approximate solu­
tions for other values of h. These solutions are then used to obtain 
expressions for the overall heat flow Q across the droplet, the rate of 
change of the droplet size, and the lifetime for an evaporating drop­
let. 

2 M a t h e m a t i c a l F o r m u l a t i o n 
For the model described in Section 1, the temperature distribution 

is given by 

V2r,-* = 0 in Di, 1,2 (1) 

where T{* and T2* are the temperature distributions in the droplet 
and the solid respectively and D\ and D2 are the corresponding spatial 
regions. The boundary conditions discussed may be stated as 

3Ti*l 
- f c x — M = h[Tt* - Tv]dDh 

dn I <3Di„ 
for T 0 < T „ , 

' A * U , „ =T„ , for T „ < T 0 , 

(2) 

(2') 

Fig. 2 Toroidal coordinate system 

7 V \BDn ' T; 2-|3D2„ 

ar_i*i _ M V | 

dn I SD12 dn I aD2i 

OTVl 
= 0, 

and 

dn \8D2„ 

I great depth -To, 

(3) 

(4) 

(5) 

(6) 
where d/dn is the outward normal derivative, dD\u is the liquid-vapor 
interface, dD12 and dD2i are identically the solid-liquid interface, dD2u 

is the solid-vapor interface, k\ and k2 are the thermal conductivities 
of the liquid and the solid, respectively, h is the liquid-vapor heat-
transfer coefficient, T„ is the vapor temperature, and TQ is the tem­
perature of the solid at large distances from the droplet. To satisfy 
this set of equations (1-6), one resorts to a toroidal coordinate system 
involving the transformation [12] 

z + ir = ip coth {(a + i'/J)/2], (7) 

where 2 and r are the coordinates for cylindrical geometry, p is the 
droplet radius, and a and /3 are the transformed coordinates (see Fig. 
2). After transforming the set of equations to the (a, 0) coordinate 
system, we obtain temperature distributions and heat flows for con-

- N o m e n c l a t u r e -

Bi = hp/ki = Biot number 
Di = spatial region of droplet 
D2 = spatial region of semi-infinite solid 
dDi2 = 3D 21 = solid-liquid interface 
dDiv = liquid-vapor interface 
dD2v = solid-vapor interface 
/ ( T ) = correction factor 
g(6, Bi) = correction function 
h = heat-transfer coefficient 
ki - thermal conductivity of liquid 
k2 = thermal conductivity of solid 
Nu = Q/[klP\T0 - T„|] = Nusselt number 
pe(T) = equilibrium vapor pressure at tem­

perature T 
P-i/2+iT(*) = Legendre function of complex 

degree 
q = heat flux 
Q = overall heat flow 

R = universal gas constant/molecular weight 
of vapor 

Tx* = temperature distribution in liquid 
T2* = temperature distribution in solid 
Ti/* = temperature distribution of solid-

liquid interface 
Tc* = temperature at center of solid-liquid 

interface 
Tu = vapor temperature 
TB = temperature at large distance into 

solid 
T\ = (Ti* - T0)/{TU - T0) = dimensionless 

temperature distribution in liquid 
T2 = (T2* - T0)/(T„ - To) = dimensionless 

temperature distribution in solid 
Tif = (Tif* - To)l(T„ - T0) = dimensionless 

temperature distribution of solid-liquid 
interface 

Tc = (Tc* - T0)ITU - T0) = dimensionless 
temperature of center of solid-liquid in­
terface 

t = time 
to = lifetime of an evaporating droplet 
V = volume of droplet 
a = spatial coordinate 
13 = spatial coordinate 
00 = 6 + 7T 
7 = accommodation coefficient 
t = kx/k2 

0 = contact angle 
X = latent heat of vaporization 
P = base radius of droplet 
Po = initial radius of evaporating droplet 
Pe = density of liquid 
pe(T) = equilibrium vapor density at tem­

perature T 
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densing and evapora t ing d rop le t s . T h e de ta i l s of t h e solut ion a re 

p resen ted in t h e Append ixes . 

3 A n E x a c t S o l u t i o n f o r a n E v a p o r a t i n g D r o p l e t 

For the case T„ < To we find t h e t e m p e r a t u r e d i s t r i bu t ions given 

in nond imens iona l form as follows: 

dV__ 

dt 
irp'-

, (1 - cos 0)2(2 + cos 6) dp 
(15) 

T i = 

a n d 

Tj* - T 0 

Tv-T0 

sin3 8 dt 

a n d t h e volume evapora t ion ra te of the l iquid is Q/(\pe), where X is 

t h e l a t e n t hea t of vapor iza t ion and pe is the dens i ty of t h e l iquid. 

There fo re , t h e r a t e of change of the d rop le t base r ad ius is ob ta ined 

as 

= (2 cosh a - 2 cos P)l/2 

e s inh (0o — /3)T + [ tanh TTT t a n h (/3Q — K)T + t] cosh (/30 — T ) T s inh (/? — T)T s; [ tanh TTT t a n h (/3Q — JT)T + t] cosh I T s inh (/3Q -
Pi/2+ir(cosh a)dr, (8) 

T 2 = Tf J " = (2 cosh a - 2 cos tf)1'2 

To 

X e sech 2 TTT cosh / 

o [ tanh 7TT t a n h (/30 - 7T)T + e] 
-1/2+ir ' (cosh a)dr, (9) 

where P_i/2+,v(cosh a ) is t h e Legendre function of complex degree 

and t = ki/k2. As shown in Fig. 2, /? = /30 co r responds to t h e l iquid-

vapor interface, /3 = -?r to t h e sol id-l iquid interface and /? = 0 t o the 

sol id-vapor interface. T h e overall h e a t flow Q across t h e d rop l e t is 

ca lcula ted by f inding t h e h e a t flux across t h e solid-l iquid interface 

and integrating over it. In dimensionless form it is given by the Nussel t 

n u m b e r , N u , as 

N u ; 
Q 

klP(T0~Tv) Jo 

s e c h 2 i 

[ tanh 7TT t a n h 0T + e] 
(10) 

where 0 = (/30 - x) is the con tac t angle (see Fig. 1). I t is app rop r i a t e 

t o m e n t i o n he re t h a t Q is i n d e p e n d e n t of t h e surface across which i t 

is ca lcula ted as long as all t h e h e a t flow lines pass t h r o u g h it. T h e r e ­

fore, a suitable hea t flow calculation, even within the solid, would yield 

t h e same resu l t as (10). 

I t appea r s t h a t an exact express ion for t h e in tegra l in (10) is n o t 

known and therefore, we have evaluated it numerically, and t h e results 

are p re sen t ed in Fig. 3. 

For m o s t l iquid d rop le t s evapora t ing from metal l ic solids t ~ 0.01 

and for such cases mos t of the cont r ibut ion to the integral t akes place 

near T = 0. I t would therefore be a good approximat ion to replace t a n h 

0T in the d e n o m i n a t o r by (Dh) t a n h TTT. By the fur ther subs t i t u t ion 

x = t a n h TTT, t h e integral t akes t h e form 

N u-7X,——, = 4fe) tan fc) ' (n) 

[*2+y] 
which for 9 » 0 can be fur ther a p p r o x i m a t e d as 

2TT3/2 Nu: 
(Be) 1/2' 

(12) 

dp 

dt 

MTQ - T „ ) N u sin3 0 

p\Pew (1 - cos 0)2(2 + cos 6) 

which u p o n in tegra t ion leads to 

2fei(To - T „ ) N u s in 3 8 
' Po 1 

"11/2 

(16) 

(17) 
vXpcpo2 (1 - cosfl)2(2 + cos 0) 

where po is t h e init ial rad ius I t is no t difficult to see t h a t the d rop le t 

t akes a t i m e 

to: 
TtXpePoHl - cos 0)2(2 + cos 0) 

(18) 
2 / j i ( T o - T „ ) s m 3 0 N u 

to vanish . 

Similar calculations can be carried out for a condensing droplet bu t 

it t u r n s ou t t h a t the expression for N u is m u c h more complicated and 

involves t h e d rop l e t rad ius p. T h e deta i ls are discussed in t h e nex t 

sect ion. 

4 A n A p p r o x i m a t e S o l u t i o n f o r a C o n d e n s i n g D r o p l e t 

For a condens ing drop le t t h e b o u n d a r y condi t ion (2) c a n n o t be 

satisfied exact ly and , therefore , an app rox ima te solut ion is ob ta ined 

(see A p p e n d i x A). F r o m th is solut ion we ob ta in t h e overall h e a t flow 

Q given by t h e Nusse l t n u m b e r as 

a 
N u = -

klP(TB - T 0 ) 

:4TT f 
J o 

s e c h 2 ; 

t a n h 7TT t a n h Or + e + • 
sin 0 t a n h -KT t a n h Or 

2 Bi s i nh 2 Or 

(19) 

where Bi = hp/k\ is the Biot number . Since this result is approximate , 

it is tes ted for accuracy against some known exact results. For the case 

Bi -> °° (i.e., h —• <=) equa t ion (2) becomes 

Q ' 
2TT^2 

0i/2 (kiWWTo - T„). (13) 

E q u a t i o n (11) is exac t for 8 = 0 a n d d = IT, a n d agrees wi th (10) to wi­

t h i n 20 p e r c e n t for o the r con tac t angles when c =S 0.01. 

T h e sol id- l iquid interface t e m p e r a t u r e d i s t r ibu t ion m a y be ob­

ta ined by let t ing /3 = it in (8) or (9). Calculations for a hemisphere (see 

A p p e n d i x B) show t h a t t h e t e m p e r a t u r e a t t h e edge is T„. At t h e 

center (polar point) of the liquid-vapor interface the t empera tu re Tc* 

is given by 

m T0~ Tc* 

To~Tu 

It (^n-r-fcr;)} '»» 
which m a y be a p p r o x i m a t e d by T c =« (2e)1 / 2 . T h e calculat ions also 

show t h a t t h e base t e m p e r a t u r e varies from a value close to To a t the 

cen te r t o Tv a t t h e edge, and it is clearly n o t uniform. 

F r o m t h e h e a t flow resu l t s , t h e r a t e of d i m u n i t i o n in t h e d rop le t 

size can be calculated and used to find the t ime it takes to vanish. T h e 

r a t e of change of vo lume V is given by [7] 

4 0 0 

300 

100 

T~| 1 1 I I I I I I j I I I I I I I I 

EVAPORATING DROPLET 

Fig. 3 
ratio £ : 

Variation of evaporating droplet Nusselt number with conductivities 
= h 1 / k 2 'or different contact angles 
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I dDu • Tv (20) 

which is the same as (2'). Therefore, the expression for Nu should be 
the same as (10) and that indeed is the case when Bi —• °° in (19). Also, 
for the case Bi = 1/2 sin 8 we have obtained an exact solution which 
when compared with (19) shows exact agreement. 

Further comparisons of (19) can be made with a set of results 
available from a previous analysis [7] in which a solution was obtained 
by assuming the droplet base temperature to be uniform at TV This 
solution corresponds to the case t = 0 in the present analysis, and 
again (19) is in exact agreement when we go to the trivial case 0 = 0; 
i.e., 

Nul. TrBi. (21) 

However, for 8 near ir/2, Nu in (19) behaves like Bi1/2 for large Bi while 
numerical calculations from [7] show that Nu ~ £n Bi. The latter 
behavior is known to be exact for 8 = ir/2 and therefore (19) does not 
hold for large Bi when ( = 0. 

To make use of the information available from both the exact so­
lution for e = 0 and the exact solution for Bi = 1/2 sin 8, a correction 
function g(8, Bi) is added to the factor sin 8/(2 Bi) in (19) so that Nu 
may be written as 

Nu< 
4*r 

sech2 Trrdr 

." sin 8 
tanh ITT tanh 8T + t + h 

2Bi 

rsinfl , 1 tanh 7TT tanh 8T 

sinh2 ( 

(22) 

The correction function g(8, Bi) is chosen so that for e = 0, (22) yields 
approximately the same results as those obtained in [7] and so that 
at the same time the other exact solutions remain unaffected. Since 
logarithmic behavior in Bi is required and withoutg(0, Bi) (22) would 
behave like Bi1/2, it is appropriate to choose g(8, Bi) ~ (£n Bi ) - 2 . 
Furthermore, g(d, Bi) is required to be zero when Bi = 1/2 sin 8 and 
when 8 and«are both zero because at these values (19) is exact. After 
a few trials, a suitable expression for the correction function is found 
to be 

g(8, Bi) = 1.8 sin3 / sinw 
(1 
\ 2Bi, 

sin 0\ w 

('-55) Nfsr- »> 
It is important to mention that since the results obtained in [7] were 
restricted to contact angles 0 < 8 < ir/2, the same condition must apply 
to (22). 

Results from the numerical integration of (22) are presented in Fig. 
4. It can be seen that for large values e the dependence of Nu on e is 
quite strong but, depending on the value of Bi, it gets weaker as e 
becomes smaller. 

The droplet growth rate for this case also is given by (16) but since 
Nu is a complicated function of p, straightforward integration is not 
possible. 

6 C a l c u l a t i o n of the L iqu id-Vapor H e a t - T r a n s f e r 
Coef f i c i ent 

There has been considerable interest in the problem of vapor flow 
to a liquid surface. The difficulty, generally, has been in including the 
effect of the bulk velocity of the vapor, and some authors [13,14] have 
dealt with this problem by introducing correction factors. However, 
in Plesset's work [10] on the flow of vapor between parallel liquid 
surfaces, the bulk velocity for low Mach number was considered im­
plicitly. This result was later extended by Plesset and Prosperetti [11] 
for vapor flow between spherical and cylindrical surfaces. 

In particular, for flow from an inner sphere of radius fl„ and tem­
perature T„ to an outer spherical cavity boundary of radius Rs and 
temperature Ts, the bulk velocity us at the cavity is given [11] by 
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Fig. 4 Condensing droplet Nusselt number as a function of conductivities 
ratio e = ki/k2 for different Biot numbers: contact angles (a) ir/2, (b) 7r/3 and 
(c) ir/6 

flTs\
1/2 

ffl p'(T„) - p*(Ts) (24) 

<"<^©'© ">™ 
where y is the accommodation coefficient, pe(Tu) and pe{Ts) are the 
equilibrium vapor pressures at temperatures T„ and Ts respectively, 
and R is the ratio of the universal gas constant to the molecular weight 
of the liquid and the vapor. This result can also be applied to vapor 
flowing from an outer cavity boundary of radius Ru and temperature 
T0 to an inner sphere of radius Rs and temperature Ts. For this case, 
in the limit Rv -* °>, (24) takes the form 

" j = 7 I 
/RTs\mp°(T„)-p°(T,: til) 

2 T T / V 2TT / p"(Tu) 

from which the vapor flux J is evaluated to be 

(25) 
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J = usp
e(T„) = 7 

Pe(T„) - p'(Ts) (26) 

where pe{Ts) = pe(Ts)/(RTs) is the equilibrium vapor density at 
temperature Ts. 

From the Clausius-Clapeyron equation pe(T„) and pe(Ts) can be 
related: 

where X is the latent heat of vaporization. For Ts very close to T„, this 
may be further approximated by 

P"(TS) 

PeiTB) ' 

Pe(Ts)^p"(Tv)\ 1 
X 

RTST, 
(T„ - Ts) (28) 

Upon substitution of this approximation into (26), the heat flux q • 
JX is found to be 

Pe(T0)\
2 

:(TV-TS) (29) 
(21r)1/2Ts

3/2T„fl3/2 

and by noting that Ts
 m T„ ^ T„ 5/2, the heat-transfer coefficient h 

= Q/C^U ~ Ts) may be expressed as 

Pe(Tv)\
2 

h = y- (30) 
(27r)1/2R3/2T„6/2 ' 

This is the result for vapor flowing onto a liquid sphere and due to 
symmetry it is also valid for a hemisphere. For the general case of 
vapor flowing onto an arbitrary spherical segment an expression for 
h is not available but may, nevertheless, be approximated by (30). 

By taking y = 1 as recommended by Nabavian and Bromley [14], 
numerical calculations for water at Tu = 373 K show that ft ~ 7.7 X 
106 Watts/(m2 - K). The Biot number Bi = hp/kj for droplets ranging 
in size from 10 /̂ m to 1 mm varies from about 100 to 10,000. 

7 Discuss ion 
The results of the present study clearly illustrate the importance 

of the material properties of the solid and of the droplet contact angle 
for both evaporating and condensing droplets. For an evaporating 
droplet the liquid-vapor interface temperature is set at Tu. If the solid 
properties are ignored by setting the droplet base temperature to be 
To ^ Tu, calculations show that the total heat flow Q would become 
unbounded, which is of course unrealistic. This behavior is made quite 
clear by equations (10-12) from which we see that if k2 -» <= (i.e., t -* 
0), then Nu —• ">. The overall behavior for 0 ~ 1 may be summed up 
by equation (13) which predicts Q as being proportional to (kik2)

1/2. 
The dependence of Q on the contact angle is well described by 
(11). 

For a condensing droplet, the analysis shows a strong dependence 
of Q on e for £n Bi ~ 1/c1'2 or £n Bi > 1/ei/2. When £n Bi » l/e1 '2, the 
dependence of Q is dominated' by e and it approaches the value 
Qa (kik-i)112 given by equations (10-13). Calculations for water con­
densing on metals show that Bi varies from ahout 100 to 10,000 while 
t varies from about 0.001 to 0.01. Therefore, the importance of con­
sidering the condenser properties is evident, especially for large 
droplets and/or for small contact angles. Interestingly, the behavior 
Q <x (k]k2)

112 agrees very well with the experimental results of Griffith 
and Lee [15]. This result differs from that of Nijaguna and Abdelm-
essih [16] who obtained Q oc k2

1/2 by considering the transient re­
sponse of a thin film of liquid on a semi-infinite solid. Such behavior 
is to be expected because it is an intrinsic property of transient heat 
flows in all simple geometries. However, in the present analysis the 
proportionality of Q with (kik2)

112 is the result of the edge effects of 
the droplet with the solid surface around it being insulated. Another 
important implication of the very large Biot numbers is that the 
solid-liquid interface temperature approaches high nonuniformity 
as in the case of an evaporating droplet. Therefore, it would be in­
correct, under the circumstances described, to add the separate re­
sistances of the droplet and the solid. In general, the criterion for the 
separability of resistances is the existence of an isotherm along the 
desired surface of separation. For small droplets, however, the Biot 

number may be small enough so that the overall resistance may be 
that of the droplet alone. 

To obtain a more precise theoretical prediction, one can calculate 
the average heat flow across a given area by adding the individual flow 
rates across droplets for a known size distribution. Since the properties 
of the solid, the liquid, and the vapor are all considered simulta­
neously, such calculations would be a step closer to a more complete 
theory in the study of droplets. 
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APPENDIX A 
Under the transformation (7), one finds that equation (1) takes the 

form 

sinh < 6T; 

_ cosh a — cos 8 d -} 
a J 

+ — H- sinh a dTi ] = .. . = 1, 2, (Al) 
68 L cosh a — cos 8 

where Tt = (T,* - T0)/(TV - T0). The variables cannot be separated 
directly for this equation. However, by making the transformation 
[12] 

Tt = (2 cosh a - 2 cos 8)ll2Vi, i = 1, 2 (A2) 

and by substituting into (Al), we find that the equation for u,-, 

d2vt d2V( dvi 1 
1 (- coth a \- -vi = 0, 

da2 382 da 4 
i = 1,2 (A3) 

can be separated. The boundary conditions (2-6) transform into 

sin/ 
( 1 + I i>i 
V 2 B / \p= 

-1 (2 cosh a — 2 cos Bn) 
, 2Bi 3/3 10= 
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l>l\ 

(2 cosh a - 2 cos (30)
m ' 

1 

(2 cosh a - 2 cos /30)1 / 2 ' 

for To < r„; (A4) 

for 

-̂» 
" 2 

dv\\ _ 3u 2 | 

<5U2| 
= 0, 

1/3=0 

and 

U2L/3—0 < °° , 

TU<T0, (A4') 

(AS) 

(A6) 

(Al) 

(A8) 

where e = h\lh% and Bi = hplk\ is the Biot number . In the coordina te 

system used, (S = /30 co r responds to t h e l iqu id-vapor interface, /3 = w 

to the solid-liquid interface, and /3 = 0 to the solid-vapor interface (see 

Fig. 2). A t large d i s tances from t h e d rop le t a, 0 - » 0 a n d therefore , 

equat ion (6) is satisified because t h e factor (2 cosh a — 2 cos /3)1 /2 in 

(A 2) goes to zero. 

T h e solut ions t o ( A l ) t a k e t h e form 

-r *>(T) s inh (ft, - ft)r + * ( T ) s inh (/3 - TT)T 

s inh (ft0 — 7T)T 

X P _ 1 / 2 + i r ( c o s h a ) d T (A9) 

and 

V2' s. ' ^ H T ) cosh ftr 

COsh 7TT 
P - i / 2 + i T ( c o s h a ) d T (AW) 

where P_!/2+;T (cosh a ) is t h e Legendre funct ion of complex degree . 

These solut ions satisfy t h e b o u n d a r y condi t ions (A5, Al) a n d (A8). 

Upon satisfying (A 6) we find t h a t 

[; J ' ( T ) = <J>(T) - t a n h TTT s inh (ft0 - 7T)T + cosh (ft ' o - TT)T . 

( A l l ) 

E v a p o r a t i n g D r o p l e t 

For an evapora t ing d rop le t we need to satisfy (A4') and we can 

do so exact ly by wri t ing its r ight side as 

1 

(2 cosh a - 2 cos ftj)1/2 

X 
™ cosh (ft> — TT)T 

cosh 7 
P-i /2+j>(coshff)dT. (A12) 

By t h e subs t i tu t ion of (A9) into (A4') and using the integral form for 

(2 cosh a — 2 cos fto)~1/2 we d e t e r m i n e ^ ( T ) as 

* ( T ) 

F r o m ( A l l ) it follows t h a t 

* ( T ) 

cosh (/So — TT)T 

cosh TTT 
(A 13) 

(A 14) 
[tanhTTT tanh(ft> ~~ T ) T + e] cosh TTT 

T h e h e a t flux across the sol id-l iquid interface m a y now be wr i t t en 

as 

q(a) = 
, f cosh a — cos 

H 
hi 
2p 

irldT2*\ 

J 3/3 I 

( T 0 - T „ ) [ 2 c o s h a ~ 2 c o s 7 r 3/2 

X j T t a n h 7rT<S>(T)P_1/2+iT(cosh a)dr, (A15) 

a n d t h e overall h e a t flow Q is found t o be 

q(a) s inh ada 

sech 2 irrdr 

- f 24—-—T 
J o Lcosh a - cos i r j 

_cosh a — cos i 

= 47 r fe 1 p(T 0 -T 1 , ) f ° 
[ t anh TTT t a n h ST + e] 

(A 16) 

where 0 = (/3o — TT). 

C o n d e n s i n g D r o p l e t 

For a condens ing drople t , ins tead of satisfying (A 4') one needs t o 

satisfy (A4) in order to d e t e r m i n e 3>(T) used in equa t ions (A9-A11) . 

However , an a t t e m p t to do so yields a doub le integral equa t ion for 

* ( T ) wi th very compl ica ted kernels . An explici t expression for * ( T ) 

can only be found for Bi = 1/2 sin 6 a n d Bi - * <=. Therefore , approxi ­

m a t e solut ions are sought a n d one such solut ion can be ob ta ined by 

f inding a su i tab le funct ion f(r) satisfying 

Vi\fi=Po = ( * ( T ) P - I / 2 + ; T (cosh a)dr 
Jo 

= (2 cosh a - 2 cos ft,) f *(T) / (T)P_i / 2 -Kr(cosh a)dr. (All) 
Jo 

S u b s t i t u t i o n of ( A l l ) a n d (A17) in to (A4) leads to 

f " | ( l + ^~)f(T) j - t a n h rrr s inh (ft, - IT)T + cosh (ft0 - rr)r 

T - t a n h rrr + t a n h (ft) — T)T cosh (fto ~~ TT)T $ ( T ) P _ i / 2 + ; T ( c o s h a)dr 
2 Bi L t J ) 

1 1 f ° r s inh (ft) — TT)T 

and i t is n o t difficult t o see t h a t 

* ( T ) = -

[2 cosh a — 2 cos / 

sech i 

— -̂ r 
'• sin So J o 

sin /3n J o cosh i 

/ sin 0\ sin 9 f 1 "1 sin 0 f 1 t a n h rrr "I 
( 1 1 / ( T ) - t a n h TTT t a n h AT + 1 + + 1 
\ 2 B i / r t a n h 0 T Le J 2 Bi L e t a n h 8T J 

P_ i /2 -h>(cosh«)dT, (A18) 

(A19) 

where 0 = (ft> - IT) as before. He re / ( T ) is sti l l an u n k n o w n function 

a n d m a y be d e t e r m i n e d as an app rox ima t ion by equa t ing t h e to ta l 

h e a t flow across t h e l iquid-vapor interface wi th t h a t across t h e 

sol id- l iquid interface. 

T h e to ta l h e a t flow Q across the l iqu id-vapor interface is given by 

t h e Nusse l t n u m b e r Nu : 
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Nu = : 
Q -X 

87rBi 

klP(Ta-T0) J o [2 cosh a + 2 cosh 0]2 
[ 1 - T U0=ft>. sinh a d a 

- * S o 

/ / ( T ) sin 8 A 2 Bi | T 

VT t a n h Or / sin 0 L 

t a n h TTT / ( T ) sin 8 

t a n h 0T • coth 8TT 

> i / ( T ) s i n f l \ ~ | i 
- + i 11 - ) / t a n h TTT t a n h Br + e 
T \ T t a n h 0 T / J / 

cosh 7TT s inh TTT 

cosh 0T s inh 8 

rr [ / sin # \ / ( T ) sin 0 s i n # r t a n h 7 r T ~| / . ,1 
- ( 1 ) — + + e / t a n h JTT t a n h 0T + e]\ 
T IV 2 B i / T t a n h f l T 2 B i L t a n h f l r J / I 

(A 20) 

If t h e hea t flow calculation is carried ou t a t t h e solid-liquid interface, 

t h e expression for the Nusse l t n u m b e r is 

Nu< 
4TT /•"° dT<-
— j (2 cosh a + 2) — -
£ J o 

s inh a d o 

d$ 1(3=^(2 cosh cv + 2) 2 

Air r™ 1 r 
Jo 

s: (2 cosh a + 2 ) 1 / 2 J o 

and by mak ing use of (A 19) t h e above expression becomes 

T t a n h TTT <&(T)P_1/2+,r (cosh a)dr s inh ado 
Air r° 

e Jo 

<E(T) 

COsh 7T1 

N u = ATT X 
sech 2 7TTdr 

0 / sin 0\ / ( T ) sin 8 r , , „ sin 0 f t a n h TTT "1 
( 1 ) - ^ t a n h TTT t a n h 9T + e]+ + e 
\ 2 B i / T t a n h ( ? T 2 B i l _ t a n h 0 T J 

dr, (A21) 

(A22) 

If one requi res t h a t the in t eg rands in (A20) and (A22) be ident ical , 

one ob ta ins 

/ ( T ) 
- t a n h 8T 

sin 8 
(A23) 

I t m u s t be po in ted out here t h a t this expression for f(r) is no t neces­

sarily exact . T h e above p rocedure for obta in ing / ( r ) is effectively 

equiva len t to in tegra t ing t h e boundary condi t ion (A 4) and hence all 

the informat ion canno t be ob ta ined . Also, it is qu i te clear t h a t t o re­

quire the integrals in (A 20) and (A 22) to be equal , it is no t necessary 

for the integrands to be identical. Therefore, it is appropr ia te to write, 

ins tead of (A 23), 

For t h e special case of a hemispher ica l drople t , t h i s expression be­

comes 

r , = 2 ( ^ - ) c o s h ^ j ; 
' f - i / 2 + i r (cosh a)dr 

[cosh ITT 
1 + e j 

(B2) 

/M = 
T t a n h 8T 

sin 8 
(A 24) 

By using t h e in tegra l r ep resen ta t ion for a > 0 in (B2) 

2 pa cos T$ I Ca 

P-m+ir (cosh a) = - I 
IT Jo (2 cosh a - 2 cosh <l>)112 

d<t>, (B3) 

By t h e subs t i t u t ion of (A 24) in to (A 20) or (A 22) we ob ta in an ex­

pression for N u as given by (19). 

APPENDIX B 
T h e solid-l iquid interface t e m p e r a t u r e d i s t r ibu t ion T,y* can be 

ob ta ined from (8) or (9) as 

TH = TH~Tf = (2 cosh « + 2 ) 1 / 2 

a n d in tegra t ing wi th respect to T, we find t h a t t h e expression for Tif 

reduces to 

4 f , 1 

T;e = — cosh - a 
' IT (2t + s 2 ) 1 ' 2 2 

T0-Tv 

X 
_»,,([,-!.„«-. (-L)]*] 

X 
€ sech TTT 

o [ tanh TTT t a n h 8T + 
- P-i/2+ir (cosh a)dr. ( B l ) 

. -d<t>. (B4) 
' 0 s i n h 0 [ 2 cosh a — 2 cosh 0 ] 1 ' 2 

T h e t e m p e r a t u r e a t t h e edge of t h e d rop l e t is ob t a ined (by le t t ing a 

—• » in (B4)) to be T„. By let t ing a — 0 in (B2), t h e t e m p e r a t u r e Tc* 

a t t h e center of t h e base is found to be t h a t given by (14). 
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An Ewaporating Ethanol Meniscus 
Part I: Experimental Studies 

The profile of an evaporating ethanol meniscus was measured as a function of the evapo­
rative heat flux using interferometry. A measure of the evaporative heat flux was obtained 
using vapor deposited resistance thermometers. The meniscus profile was found to be sta­
ble and a function of the heat flux for the heat flux range of 0 — 1.36w/m of interline. 
These results were used in an analysis of capillary flow heat transfer in Part II. 

Introduction 

It is evident that evaporation and the resulting fluid flow in the 
vicinity of the triple interline (junction of solid-liquid-vapor) and the 
adjacent meniscus can control the change-of-phase heat transfer 
process occurring in various engineering devices such as heat pipes, 
boilers and grooved,evaporators. It is likely that the study of heat 
transfer and fluid flow in a stationary evaporating meniscus will prove 
useful to understanding and improving these processes. However, 
limited experimental data are available for these regions because of 
the associated very small dimensions and the resulting very large 
gradients. The extended meniscus can be divided into three zones: 
(1) the immediate vicinity of the interline—the thin film region— 
where the thickness of the liquid can vary from a monolayer to ap­
proximately 5 X 10~8 m and where the fluid flow results from the 
pressure gradient produced in the liquid by the varying force of at­
traction between the liquid and solid (disjoining pressure), (2) the 
inner intrinsic meniscus region where the thickness range is ap­
proximately (0.05 - 10) X 10~6 m and where fluid flow resulting from 
very large pressure gradients due to curvature is possible, and (3) the 
outer intrinsic meniscus region where the thickness is greater than 
10~5 m and where fluid flow resulting from small pressure gradients 
due to curvature is possible. Because of the large variation of the film 
thickness in the extended meniscus, it is currently necessary to study 
these regions independently. The objective of the experimental study 
described herein was to measure the inner intrinsic meniscus profile 
in the thickness range (0.1 - 4) X 10~6 m as a function of heat flux [1]. 
The optical technique of interferometry was used to obtain the me­
niscus profile and resistance thermometry was used to obtain the heat 
flux. The approximate location of the interline was also obtained. This 
experimental design was also used in a preliminary study which did 
not include an independent measurement of the heat flux and the 
interline location [2]. 

In Part II of this study [3], the measured heat flux was used in a 
model of the fluid flow field to obtain optimum agreement between 
the measured and predicted fringe locations. The resulting model 
equation was then used to obtain the curvature distribution, the heat 
flux distribution and the predicted interline location. The results of 

1 Present address: Westvaco Research Laboratory, Laurel, MD 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 27,1978. 

these coupled studies demonstrate that fluid flow in an evaporating 
meniscus results from a change in the meniscus profile which depends 
on the heat flux distribution. A previous experimental study of the 
outer meniscus region is in agreement with this conclusion [4]. 

Experimental Design and Procedure 
A cross section of the test cell is presented in Fig. 1. A two-dimen­

sional, horizontal meniscus was formed at the exit of the gap between 
the glass substrate (microscope slide) and the Teflon insert. The gap 
spacing was adjusted to 1.8 X 10~4 m and the liquid level was posi­
tioned at 6 X 10~3 m below the glass surface so that a stable, non-
evaporating meniscus formed in which the pressure difference across 
the meniscus balanced the hydrostatic pressure drop at the start of 
a test run. The pressure was maintained slightly above atmospheric 
by adjusting the liquid storage levels. The glass substrate was cleaned 
in an ethanol vapor degreasing unit prior to installation in the test cell. 
Ethanol was also used as the test fluid because it wets glass very well. 
The dimensions of the glass substrate were 0.025 m X 0.076 m X 0.001 
m. 

Thin film nickel resistors—approximately 10 - 7 m thick, 1.27 X 10 - 4 

m wide and 1.25 X 10~2 m long—with a resistance of approximately 
500 ohms were vapor deposited on both sides of the glass substrate 
as shown in Fig. 2. Several of these on the upper surface were used to 
generate heat which was conducted through the glass to the meniscus 
region where evaporation occurred. The remainder were calibrated 
and used as resistance thermometers to measure the temperature 
distribution on the glass surface.2 In addition, thermocouples were 
used to measure the temperature at various locations in the test cell. 
The substrate temperature distribution for four settings of the heater 
power input are presented in Fig. 3. The evaporating meniscus was 
stable during these tests and did not appear to vibrate. However, at 
significantly higher power settings a fluctuating meniscus was ob­
served. The tests were conducted by first fixing the shape of the iso­
thermal meniscus and then setting the power level so that evaporation 
occurred. The reported data represent the results of one continuous 
test run. No attempt was made to measure the maximum stable heat 
flux for the nonfluctuating case. 

The test cell was mounted on a movable stage of a microscope so 
that the meniscus could be observed and photographed at 350X using 
monochromatic light with a wavelength of 5.89 X 10_7m. Because of 

'• A Keithley Model 520 nanowatt dissipation resistance bridge was used. 
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Fig. 2 Location of vapor deposited resistance thermometers 

the significant difference between the refractive index of the glass, 
1.5, and the ethanol liquid, 1.36, the interference patterns formed by 
the light waves reflected from the glass-liquid and liquid-vapor 
(ethanol-air mixture) boundaries were easily photographed for the 
various power settings. The photographic negatives were passed be­
tween a light source and a fiber optic probe connected to a photom­
eter. The amount of transmitted light is an indication of the local film 
density. Using this densitometry method, the fringe locations were 
measured to an accuracy of approximately ±10~7 m. The fringe 
number, No. 1 = first dark fringe, No. 2 = first light fringe, etc., is 
plotted versus the measured fringe location from the interline in Fig. 
4 for the test runs. It is obvious that the fringes moved closer together 
as the heat flux was increased indicating a change in the meniscus 
shape due to evaporation. 

In this experimental design, there is no change in the phase of 
lightwaves upon reflection at the boundaries because of the ever in­
creasing refractive index. Therefore, the meniscus thickness profile, 
h(x), can be related to the fringe location as follows: 

minimum 1 (2L + 1) X (cos 8). 

intensity 

maximum 

intensity 
h 

2n£ (1 + cos 0) 

LX(cos0) 

L = 0 , 1 , 2 . . . 

L = 0 , 1 , 2 . 

(1) 

(2) 
ne (1 + cos 0) 

where 8 is the local meniscus slope. The meniscus thickness at the first 
fringe can be calculated using (1) if the slope is neglected: 

h\ = \/4ii£ (3) 

For an ethanol meniscus this gives a thickness of 1.08 X 10 - 7 m. Each 
succeeding fringe, minimum and maximum, represents a thickness 
increase of approximately this amount. Microscope slide roughness 
(Corning glass) was not examined explicitly. However, an evaluation 
of the uniformity of the fringes in the width and length direction did 
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Fig. 3 Substrate temperature versus distance from heater 
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Fig. 4 Fringe number (No. 1 = first dark fringe, No. 2 = first light fringe, etc.) 
versus distance from interline, X = x + \x\. (x = 0 at first fringe) 

-Nomenclature.. 

H = latent heat of vaporization, J • k g - 1 

k = thermal conductivity of substrate, J m _ 1 

s- 1 K- 1 

JV = fringe number, dimensionless 
Qe - nondimensional evaporative heat dis­

sipation 
Q* = total evaporative heat dissipation per 
_ unit width, w — m _ 1 

Q = nondimensional heat flow rate con­
ducted in substrate 

T = temperature, °C 
h = local meniscus thickness, m 

k = thermal conductivity of glass substrate 
ng = refractive index of liquid, dimension-

less 

n = local volumetric flow per unit width, m3 

• s _ 1 • m - 1 

n* = total incoming volumetric flow per unit 
width, m3 • s _ 1 • m _ 1 

t = thickness of substrate, m 
* = coordinate along meniscus, m 
w = width of glass substrate 
7 = defined in equations (5) and (6) 

0 = nondimensional temperature 
0 = nondimensional temperature averaged 

over width and thickness 
8 = meniscus angle, radians 
A = wavelength of light, m 
£ = nondimensional coordinate in x -direc­

tion 
pe = liquid density, kg • m - 3 

Superscr ipts 

i = into meniscus region 
j = out of meniscus region 
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not indicate the presence of a roughness effect. Although constructive 
interference occurs for small meniscus thicknesses, the location of the 
meniscus interline, if indeed a finite contact angle meniscus existed, 
was not sharply defined in our studies because of the relative inten­
sities of the reflected light and the sensitivity of our equipment. Some 
information concerning the interline could be obtained but in most 
cases it was possible to determine only a right most bound for the 
interline location. That is, the point at which the presence of some 
liquid was detectable by observable interference. The measured value 
of this interline location is plotted versus the predicted value, from 
the model discussed in Part II, for the four power settings in Fig. 5. 
The interline location is given relative to the first fringe location which 
lies to the right of the interline. As expected, this distance decreased 
with an increase in the heat flux. In the nonevaporating case, a me­
niscus curvature of 1.6 X 10 - 1 m _ 1 was determined using interfer-
ometry versus an expected value of 2 X 10 - 3 m _ 1 based on hydro­
statics. This difference is attributed primarily to insufficient accuracy 
in the measurement of the actual liquid level in the cell. This initial 
difference is not believed to effect the conclusions arrived at below 
because of the relatively large changes in meniscus shape on heating. 
Additional information concerning these experiments are available 
in [1]. 

A n a l y s i s of T e m p e r a t u r e D a t a 
The glass surface temperatures measured with the resistance 

thermometers are plotted in Fig. 3. Each measurement represents the 
surface temperature at a particular location averaged over one half 
of the width of the glass substrate (resistor length = 0.0125 m) and 
the width of the thin film resistor, 1 X 10~4 m. Using a two-dimen­
sional analysis the substrate temperature was found to vary ap­
proximately 3 percent from its maximum value at the substrate cen-
terline to its value at the edge of the resistance thermometer [1]. The 
precision of each temperature measurement was approximately ±0.1 
°C. This was due to an uncertainty of ±0.05 ohms in measuring the 
resistance of the nickel thin films. Since we are concerned with heat 
flux rather than absolute temperature, the calibration error associated 
with the absolute temperature is of less importance. The temperature 
distribution, T(x), can be made nondimensional by defining 

T-T„ 
™—=r- (4) 

X 

£ = - ; 
w 

where T„ is the ambient temperature, Ti is the temperature measured 
by resistance thermometer No. 2 at that particular power input setting 
and w is the glass substrate width. As a result of this scaling, the data 
for all power input settings become nearly similar. In Fig. 6, the nat­
ural logarithm of the nondimensional temperature, In 0, is plotted 
versus distance, £, for power setting No. 3, which is a typical case. Away 
from the evaporating meniscus region, the data indicate that the 
temperature can be assumed to be that of one-dimensional heat 
conduction in a thin slab with natural convection losses from the top 
surface. An analysis of conduction in the glass away from the meniscus 
region confirms this experimental result [1]. The data are well rep­
resented by the following equations 

0(O(£) = 0o(i) exp ( -7 ( i ) £) ; £ < 0.3 

!(/)(£) = 0OO> exp ( - 7 0 ) f ) ; i, > 0.4 

(5) 

(6) 

where 6 is the nondimensional temperature averaged over one half 
the substrate width and the thickness. The nondimensional heat flow 
rate, 5(?) = —yO, can be obtained by differentiation of the one di­
mensional model equations (5) and (6). A measure of the heat removed 
by evaporation can be obtained by extending the one-dimensional 
model to the location of the meniscus interline. The line £ = 0.3 cor­
responds to the location of resistance thermometer No. 4. The line 
£ = 0.4 corresponds to the location of No. 6. Resistance thermometer 
No. 5 is located at £ = 0.36. The temperature measured by sensor No. 
5 is lowered by the proximity of the interline heat sink. Therefore, only 
the first four sensors were used to extrapolate the incoming heat flux 
to the meniscus interline. The heat flow rate out of the glass in the 
meniscus region which is predominately due to evaporation, Qe, is 
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Fig. 6 Natural logarithm of the nondimensional temperature versus non-
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equal to the difference between the incoming and outgoing heat flow 
rates in the glass 

5 , = 5 ( i ) - 3 a > I = meniscus 

location 
(7) 

The actual evaporative heat loss from the glass due to evaporation 
per unit width can be calculated using 

kt 
Q* • (T2 - T„)Qe (8) 

The above analysis demonstrates that the heat flux based on the in­
terline length varied from zero to 1.36 w/m in our tests. This maximum 
level of heat flow can be averaged over the first 10_B m to obtain an 
estimate of the average heat flux based on the area equal to 1.36 X 10B 

w/m2. The results show that the ratio Qe/Q^ decreases from 0.31 to 
0.22 as the power input setting is increased [1]. This indicates that 
substrate conduction limits the amount of heat delivered to the me­
niscus for evaporation. The incoming volumetric flow rate which must 
be evaporated per unit width to account for this heat flux can be 
calculated using 

: Q*(peH (9) 

where pe is the density of the liquid and H is the latent heat of va­
porization. The results obtained for all power input settings are given 
in Table 1. 
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Table 1 

Heat Flux Setting 

9o(i) 

0ou) (£ = 0.4) 

yU) 

y(j) 

£ meniscus 

(J(i) (£ meniscus) 

<5^ (£ meniscus) 

5. 
5e/Q ( i> (£ meniscus) 

Q* [w/m] 

n* [m3/m - s X 1010] 

1 

1.42 

0.31 

3.75 

2.72 

0.360 

1.38 

0.94 

0.44 

0.31 

0.18 

2.60 

2 

1.42 

0.31 

3.75 

2.96 

0.362 

1.37 

1.03 

0.34 

0.25 

0.37 

5.35 

3 

1.43 

0.30 

3.80 

3.10 

0.365 

1.36 

1.04 

0.32 

0.24 

0.79 

12.74 

4 

1.44 

0.29 

3.95 

3.20 

0.368 

1.33 

1.03 

0.30 

0.22 

1.36 

20.48 

The error in the determination of Qe can be obtained from esti­
mates of the error in determining the one dimensional heat flux into 
and away from the meniscus region. The relative error for the non-
dimensional heat flux can be calculated as 

The estimates for these quantities are A7 = ±0.025 and A0a = ±0.05. 
The uncertainty in determining the interline location is insignificant 
in this case. Using equation (10) for both the incoming and outgoing 
heat flux, an error estimate of 13 percent for the evaporative heat flux 
is obtained for the worst case. 

Discussion and Conclusions 
The experimental results presented above significantly increase 

the available data concerning the steady-state evaporating meniscus. 
In order to complete the study, a mathematical model is now needed 
to relate the observed change in the meniscus profile to the evapora­
tive heat flux obtained from the temperature measurements. The 

model must relate the shape of the evaporating meniscus to the 
pressure gradient needed to supply the volumetric flow rate to 
maintain steady-state evaporation. The solution to this involved 
problem is discussed in Part II [3]. Briefly, we can say that the mea­
sured fringe locations for all heat flux settings were analyzed using 
the measured heat flux in a nonlinear parameter estimation technique. 
By assuming a mathematical model for the meniscus profile with 
adjustable parameters, the fringe location data were used to select 
those parameters which yielded the best agreement between the 
measured and predicted fringe location in the least squares sense. The 
results of this analysis demonstrated that a model which included 
fluid flow resulting from a curvature gradient represented the data 
better than a constant curvature model. 

Using only the experimental results, we can state that: 
1 the average evaporative heat flux in an evaporating meniscus 

has been measured for the range 0-1.36 w/m of interline using resis­
tance thermometers vapor deposited on the galas substarte; and 

2 the profile of an evaporating meniscus has been measured in 
the thickness range (0.1-4) X 10~6 m using the optical technique of 
interferometry. 

These measurements lead to the conclusion that the evaporating 
meniscus profile is stable and that it is a function of the evaporative 
heat flux. 
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An Evaporating Ethanol Meniscus 
Part II: Analytical Studies 
A model of capillary flow heat transfer is used to analyze the data obtained in Part I. The 
results indicate that fluid flow resulting from a change in the meniscus profile replenishes 
the liquid evaporated in a stationary evaporating meniscus. Local evaporative heat fluxes 
can be very high near the interline region of a finite contact angle meniscus. Therefore, 
a small stationary evaporating meniscus can be used as a very effective local heat sink. 

I n t r o d u c t i o n 

The change in shape of a horizontal, two-dimensional evaporating 
ethanol meniscus has been experimentally determined as a function 
of heat flux [1,2]. This was obtained by measuring the change in the 
location of naturally occurring interference fringes with heat input 
as discussed in Part I [2]. The evaporative heat dissipation in the vi­
cinity of the meniscus interline was also obtained from the measured 
temperature distribution in the substrate. The incoming volumetric 
flow rate necessary to maintain a stationary, steady-state evaporating 
meniscus was calculated from this value. Herein, a mathematical 
model is used to relate the shape of the evaporating meniscus to the 
pressure gradient necessary to supply the required volumetric flow 
rate. The model represents the fluid flow distribution in a finite 
contact angle meniscus in which the pressure gradient is assumed to 
be solely due to capillarity, that is, a curvature gradient along the 
liquid-vapor interface. The model is then used to enhance our un­
derstanding of the evaporating meniscus by calculating the interline 
curvature, the heat flux distribution, the flow distribution, and local 
surface temperature difference. Nondimensional initial conditions 
are developed in the analysis which may be related to the burnout 
phenomena which occurs in many devices. 

Fluid flow and heat transfer in an evaporating extended meniscus 
formed on a vertical flat plate with a constant surface temperature 
have been modelled by Potash and Wayner [3]. The extended me­
niscus consisted of both an intrinsic meniscus region (thickness 
greater than approximately 5 X 10~8 m and an adsorbed thin film 
region. It was demonstrated that capillary effects in the intrinsic 
meniscus region and disjoining pressure effects in the thin film region 
were sufficient to produce the necessary fluid flow for stable evapo­
ration. The effect of thermocapillarity was shown to be small in a re­
lated study of evaporating thin films with thicknesses and curvatures 
of interest herein [4]. However, the quantitative limits where ther­
mocapillarity can be neglected in these systems have not been es­
tablished. The present analysis of experimental data supports the 
hypothesis that fluid flow results from a change in the evaporating 
meniscus profile. 

1 Present address: Westvaco Research Laboratory, Laurel, MD 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 27,1978. 

B a s i c E q u a t i o n s 
The coordinate system for the analysis of fluid flow in the vicinity 

of the interline of an evaporating meniscus is depicted in Fig. 1. The 
meniscus profile is denoted by h(x), which gives the location of the 
liquid-vapor interface. The Navier-Stokes equations for steady, 
two-dimensional flow with constant properties can be solved by using 
the lubrication approximations (slight liquid film taper, body and 
inertial forces negligible). The liquid-vapor interface is considered 
to be shear free. In addition, no slip occurs at the liquid-solid boundary 
which is defined to be the zero streamline. The solution for the stream 
function under these conditions is 

— 1 HP 
* = - * (3y2 h(x) - y3) 

6/j dx 
The local volumetric flow can be obtained as 

n(x) 
o ' 

udy = <fr(h) = 
-h3(x) dPe 

3/x dx 

(1) 

(2) 

The consistency of the above result can be demonstrated by showing 
that the evaporation rate dn(x)/dx is equal to the normal velocity 
component at the liquid-vapor interface. The normal velocity com­
ponent is given by (v cos 9 — u sin 6), where tan 8 is equal to dh/dx. 

The local liquid film pressure is related to the ambient pressure by 
the capillary equation 

Pu-Pe(x) = ytuK(x) (3) 

where K(x) is the local curvature of the liquid-vapor interface and 
ytu is the surface tension. A change in curvature is then a mechanism 

Fig. 1 Evaporating extended meniscus: film thickness at x • 
1.08 X 10~7 m; film thickness at x = - i is h(-i) = 0 

0 is ft(0) 
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for producing the pressure gradient for flow in the evaporating me­
niscus. Assuming constant surface tension along the interface (ther-
mocapillary effects negligible), equation (3) can be differentiated as 
follows 

dPe 

dx •[(I^]-^[fc'"-Ih'fc"2+ 1 -T**L<r7^J-^r'-ih'fc"2+ J(4) 

It has been common practice to ignore all terms except for the first 
in the interline vicinity because of the small meniscus slope. The local 
mass flow rate can then be written solely as a function of the meniscus 
profile. 

pelevh
3(x) d3h 

3M dx3 

In principle, using equation (5), the local mass flow rate could be ob­
tained if the meniscus profile were measured exactly. However, the 
need to differentiate three times makes this difficult. 

The local evaporation rate can be equated to the local heat con­
duction rate across the liquid film by introducing the latent heat of 
vaporization, H. The resulting equation is 

~Tw(x)-T£u(x)-] P£Hy£u d 

] " dx \ dx3, 

d3h\ 
(6) 

L h{x) J 3M 

Convective heat transfer along the meniscus can be neglected for small 
Reynolds number as long as the Prandtl number is moderate. Equa­
tion (6) can be rearranged as follows 

h-
dx (" ' S ) --»MT,,„. T£u(x)} (7) 

where A = (iik£/p£Hy£u). The parameter A is a measure of the dis­
tortion of the meniscus profile due to evaporation for a given wall 
superheat. The value of A for ethanol is approximately 3.6 times 
higher than that for water when physical properties are evaluated at 
20°C. This calculation demonstrates that ethanol is relatively sensi­
tive to heat input compared to water and may explain why a dramatic 
change in meniscus shape was observed with heat input [2]. 

A P r o p o s e d M o d e l 
The energy balance described by equation (7) has introduced two 

additional unknowns—the solid substrate wall temperature (Tw(x)) 
and the liquid-vapor interfacial temperature (T£v(x)). As an alter­
native, a comparable equation could be written using the temperature 
difference between the solid and the vapor. In the latter case, the wall 
temperature Tw(x) is an unknown and the value of the liquid-vapor 
interfacial heat transfer coefficient is questionable for a polar liquid. 
To solve for these unknowns, one could invoke equations describing 
the heat transfer in the solid substrate and mass transfer away from 
the liquid-vapor interface. The evaporating meniscus shape would 
then be obtained by simultaneous solution of a coupled system of 
equations. However, there are difficulties associated with this ap­
proach. For example, Lorenz and Mikic [5] found it necessary to use 
a constant solid surface temperature and an arbitrary variation in the 
value of the interfacial heat transfer coefficient in their numerical 

evaluation of heat transfer in dropwise condensation. These as­
sumptions are unacceptable in the current problem. The major dif­
ficulty at the present time is the lack of experimental data in the 
important film thickness range 5 < 1.1 X 10 - 7 m. This necessitates 
the use in this region of a microscopic model based on macroscopic 
data. 

A practical alternative for obtaining the evaporating meniscus 
profile has been to assume some simple form of the temperature dif­
ference distribution in equation (7). This approach has been used in 
[6] wherein a power law temperature distribution has been shown to 
yield a power law solution for the meniscus profile. However, this 
solution predicts infinite curvature and pressure gradient at the in­
terline and is valid only for zero contact angles. Another drawback 
to the general approach of specifying the temperature difference 
distribution is that there is no strong physical basis for a particular 
choice of the form of this driving function. Therefore we feel that a 
more suitable place to use physical reasoning with the current ex­
perimental data is in specifying the volumetric flow rate ii(x). Two 
boundary conditions can be imposed on this function. The flow rate 
must be zero at the interline in order to satisfy mass conservation. 
Secondly, the flow rate must become asymptotic to a finite value with 
increasing meniscus thickness. It is proposed here that the following 
equation can be used to represent the volumetric flow rate in the 
evaporating meniscus. 

, „ / h(x) \a 
n(x) = -n* I ) ;a 

\h(x) + &*/ 
: > 0 (8) 

\h{x) + 5* 

Equations (5) and (8) can be combined to give the following result 

d3h _ 3nri* h 

dx3 ~ ~ 
(9) 

leu (h + 5*)a 

For values of 'a' greater than 3, the value of the pressure gradient at 
the interline will be zero. For values of 'a' less than 3, it will be infinite. 
For V equal to 3, the interline pressure gradient will be finite and the 
equation takes on the following form 

d3h 3M"* 
(h + 5*)a 

dx3 (10) 
yen 

The experimental data on the temperature distribution gives the 
integral heat flow rate into the region of interest and, therefore, the 
incoming volumetric flow rate of the evaporating liquid, n*. The use 
of the incoming volumetric flow rate couples the microscopic fluid flow 
model to the macroscopic heat transfer measurement. According to 
the model, the change in meniscus profile is a measure of the heat flux 
distribution. The major heat transfer consequences of using this model 
are that it causes the evaporative heat flux distribution to start at zero 
at the interline, go through a maximum and become zero again at a 
large value of the meniscus thickness. This form for the heat flux 
distribution seems sensible. It also forces the volumetric flow rate to 
become zero at the interline. In the limit as the parameter b* ap­
proaches zero, the model reduces to the equation for constant volu­
metric flow rate. That is, the interline becomes a sink for evaporation. 
Therefore, the parameter b* is a measure of the region over which 

. N o m e n c l a t u r e -
A = interline curvature, m - 1 

G = nondimensional meniscus thickness 
H = latent heat of vaporization, J-Kg - 1 

K = meniscus curvature, m - 1 

P£ = liquid pressure, N-m - 2 

P„ = vapor pressure N-m - 2 

Q = local heat flux, w/m2 

S1,S2 = nondimensional initial conditions 
Tw = wall temperature, °C 
T£u = liquid-vapor interfacial temperature, 

°C 
h = meniscus thickness, m 

ke = liquid thermal conductivity, J/m-s-K 
n = local volumetric flow rate per unit width, 

m2-s_ 1 

n* = total incoming volumetric flow rate per 
unit width, m2-s_1 

s = nondimensional x-coordinate 
s = nondimensional interline location 
u = velocity component in x -direction, 

m-s - 1 

v = velocity component in y-direction, 

XQ = characteristic length, m 
—x = interline location, m 
T = mass flow rate, kg-m_1-s_1 

y£u = surface tension, N-m - 1 

pe = liquid density, kg-m - 3 

M = absolute viscosity, N-s-m~2 

b* = parameter in model equation (8) 
A = evaporating meniscus number, m-K - 1 

M* = stream function, m2-s_ 1 

0 = local meniscus angle, radians 
&o = contact angle, radians 
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evaporation occurs and of the size of the initial pressure gradient. The 
proposed model, therefore, contains the two parameters which de­
scribe the physical process—the incoming volumetric flow rate (n*) 
and an indication of the size of the evaporating region. The differential 
equation (10) is subject to three initial conditions, 

h(-x) = 0;h'(-x) = eo;h"(-x)=A (11) 
where — x is the location of the meniscus interline relative to the lo­
cation of the first interference fringe. The thickness at this point which 
is chosen as the origin of the coordinate system is approximately 1.08 
X 10"7 m. 

No analytical solutions could be found for the proposed model 
equation. The model differential equation can be nondimensionalized 
in order to facilitate numerical solution by defining new variables, 

G(s) •• h(x)/8* •x/x0 (12) 

where the meniscus characteristic length x0 is chosen such that 

~^r=1 (13) 

The model equation (10) and boundary conditions (11) become 

ds' 
-(-*) = 

d*G _ - 1 

ds 3 ~ (1 + G)3 

S 2 ; ^ ( - s ) = S i ; G ( - s ) = 0 
as 

(14) 

(15) 

The solution behavior of the nonlinear differential equation (14) is 
strongly dependent upon the initial conditions Si and S2. For certain 
values, the solution behaves as a parabola for large values of the in­
dependent variable, that is the curvature approaches a constant value. 
For other values of the initial conditions, the solution behaves like 
a cubic polynomial with change of sign in the curvature. The solution 
is not monotonically increasing and is referred to here as unstable, 
since it cannot represent the shape of the steady state evaporating 
meniscus. The region of initial conditions which yield stable (mono­
tonically increasing) solutions to the model differential equation (14) 
is depicted in Fig. 2. The boundary between stable and unstable so­
lutions represent initial conditions for which the solution becomes 
asymptotic to a straight line. The pressure gradient for fluid flow 
results from the following changes at the meniscus interline given in 
Fig. (2): (1) the pressure near the interline is reduced by an increase 
in curvature near the interline as a result of an increase in evaporation 
rate, and (2) for a stable meniscus, an increase in the absolute mag­
nitude of a negative curvature gradient must supplement the increase 
in interline curvature. The choice of the two nondimensional coeffi­
cients Si and S 2 is equivalent to picking a value of curvature gradient 
and curvature, S2 , at the interline. A decrease in contact angle is 
equivalent to an increase in the absolute magnitude of the curvature 

gradient at the interline. Obviously a high negative initial curvature 
gradient (low contact angle) must supplement a high positive initial 
curvature. Otherwise, negative curvature will result in the meniscus 
and the solution will be unstable. 

A n a l y s i s of M e n i s c u s Pro f i l e D a t a 
The model differential equation (14) can be solved numerically with 

different values of the physical parameters until good agreement is 
obtained with the measured locations of the interference fringes [2]. 
The following parameters are estimated according to the method of 
Marquardt [7] to give optimum agreement in the least squares sense 
between predicted and measured fringe locations—the initial cur­
vature, A, the parameter 5*, and the interline location, x. The evap­
orative heat dissipation obtained from the temperature data gives the 
appropriate volumetric flow rate, ii*, for each heat flux level as given 
in Part I [2]. The contact angle, B0, is fixed at the value of 0.022 radians 
which was obtained by fitting a constant curvature model to the 
nonevaporating meniscus fringe data. It is assumed that the contact 
angle remained unchanged in the evaporating cases. An analysis of 
the effect of contact angle [1] justified this assumption. 

In the nondimensional form of the model equation, the parameters 
to be estimated are Si, S2 , and s. The estimates of the initial condi­
tions Si and S 2 obtained from the least squares fit to the interference 
fringe locations are plotted in Fig. 2 for all four heat fluxlevels. The 
values of the calculated physical parameters based on these estimates 
are given in Table 1. It should be noted that as the heat flux level is 
increased, the estimated values of the initial conditions approach the 
point given by Si equal to 0 and S 2 equal to 1 in Fig. 2. Although im­
possible to demonstrate at this time, we can suggest that this point 
is related to the burnout phenomenon which occurs in many devices 
when the evaporating meniscus can no longer pump the required flow 
rate to dissipate the heat flux. The model predicts a significant change 
in the interline location, x, and the interline curvature, A, which are 
given in Table 1. 

D i s c u s s i o n and Conc lus ions 
The predicted interline location, x, is plotted versus the measured 

interline location in Fig. 3. Although the predicted value of the dis-

T a b l e 1 E s t i m a t e s of phys i ca l p a r a m e t e r s 

Heat Flux Setting 1 2 3 4 

Q* w/m 
n* m3/m-s X 1010 

S i 

s2 x, m X 106 

S*, m X 106 

A/Ao 
A0 = 1.63 X 103m~' 

0.18 0.37 
2.60 5.35 
0.367 0.216 
0.809 0.872 
2.99 1.61 
0.198 0.077 
9.01 72.0 

0.79 
12.74 
0.146 
0.923 
0.92 
0.045 

287.5 
curvature of nonevaporating meniscus) 

1.36 
20.48 
0.123 
0.942 
0.80 
0.039 
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tance is acceptable, it is found to be less than the measured value in 
three of the four cases. This difference cannot be accounted for by an 
estimate of the error in the volumetric flow rate nor by a different 
value of the meniscus contact angle. The difference is believed to re­
sult from thin film effects (disjoining pressure) in the region very near 
the interline which were neglected in the model. A model whichne­
glects disjoining pressure effects would underestimate x. A constant 
curvature model is not physically acceptable and, as shown in Fig. 3, 
does not represent the data well. Apparently, a more extensive model 
is needed which includes both capillarity and thin film forces and 
which provides for a smooth transition between these two regions of 
importance. The current model also demonstrates that an increase 
in heat flux causes a large increase in the curvature at, and near, the 
interline. The curvature gradient (pressure gradient) resulting from 
this profile change gives the necessary fluid flow for a stable menis­
cus. 

Although many of the simplifying assumptions in the model do not 
hold for the thicker portion of the liquid film, it is interesting to note 
that the profile predicted by the model intercepts the edge of the 
Teflon block, with reasonable accuracy considering the distance, when 
extrapoled across the gap (within 5-7 percent for cases 1-3 and 15 
percent for case 4). For heat flux setting number, case 4, the interline 
curvature is 7.85 X 105 m-1 whereas the curvature of the base of the 
meniscus in the gap is 5.13 X 103 m-1. A 15 percent error in the base 
curvature could account for the error in case 4. 

Using the parameters obtained from the meniscus profile data, the 
values of the volumetric flow rate, the average velocity, the heat flux 
and the temperature difference were calculated as a function of dis­
tance from the interline. These results are given in Figs. 4 and 5 for 
each heat flux level considered. It can be seen that significant evap­
oration occurs over a distance ofless than 10-5 m. At the highest in­
terline heat flow rate studied, 1.36 wlm, the analysis indicates that 
a heat flux of the order of 1.3 X 105 w/m2 was present in the first 10-5 

m of the stable evaporating ethanol meniscus. The local temperature 
difference between the liquid-vapor interface and substrate surface 
reaches a maximum rapidly and then decreases. The evaporative heat 
flux described by the model approaches zero asymptotically since the 
volumetric flow rate becomes a constant outside of the region of in­
terest. These general characteristics appear reasonable. On the other 
hand, we expected that the maximum heat flux would occur closer 
to but not at the interline. 

It should be pointed out that, since we are fitting a microscopic 
model to macroscopic data, the model is not presumed to be unique. 
In addition, due to the nature of the phenomena (large heat fluxes over 
ext.remely small distances in an ultra thin film with a very large cur­
vature gradient) the model is susceptible to large error. We feel that 
data for the meniscus thickness region 0 < 10-7 m are needed to de­
velop a model further. This would naturally lead to the detail study 
of two-dimensional conduction in the interline region for comparison 
wit.h the evaporative heat flux based on a model of viscous flow. 

'l'he above analysis of the data obtained in Part I [2] indicates that 
fluid flow resulting from a change in the meniscus ,profile replenishes 
the liquid evaporated in a stationary evaporating meniscus. As a result 
of this stable fluid flow field, a stationary evaporating meniscus can 
be used as an effective local heat sink. 

Acknowledgment 
The authors wish to acknowledge the support of the National 

Science Foundation Grants Nos. GK43116 and ENG 76-01608. 

References 
1 Renk, F. J., "Analytical and Experimental Investigation of an Evaporating 

Meniscus," Ph.D. Dissertation, Rensselaer Polytechnic Institute, Troy, N.Y. 
1977. 

2 Renk, F. J. and Wayner, P. C. Jr., "An Evaporating Ethanol Meniscus: 
Part I Experimental Studies," ASME JOURNAL OF HEAT TRANSFER, Vol. 101, 
No. J, pp. 55-58. 

8 Potash, M. L., Jr. and Wayner, P. C., Jr., "Evaporation from a Two Di-

62 / VOL 101, FEBRUARY 1979 

U 

'" ci 

'" ci 

t9 'I: w 0 
o 

LL 6 u. 
o 

0.: (\J 

:2 ci 
W 
I--

-- (Q) 

---- (AT) 

(x+QlxI06 ,m 

"' 

'" N E 
" ~ 

r­
ot '0 

o 

Flg.4 Temperature difference (AT = Tw - T/!v) and local heat flux versus 
distance 'rom the interline 'or the heatllux sellings listed in Table 1 

., 0 
"! CIl If> 
10 '" 

, 
E 

Ii " 
0 0'" ., 

u 'I: E 
'" <i 
" '" '" E Q 

'" 
., 0 . 

Q r- q ,c 
,.; 

1i4 '" W 
:::J 

I--
<t . 0 0 0:: 

>- q '" :s: I-- '" -
0 

U ..J 
0 0 

U. 
...J '" W CI! '" U 
> '" 0:: 

li3 I--
W 

0 W 
t9 0 2 "1 eX> 
<t ci ::J 
0:: ..J 
W 0 
> 0 > <t ., 

r- 1'1 2 
ot 

ci ci 
iii 

0 -=- -=. -== ~~= == =-
0 

0 q 

ci 0.0 
0 

10 20 30 40 50 

(x+x). 106 ,m 

Fig.5 Average velocity and volumetric flow rate versus distance 'rom the 
interline for the heat flux sellings listed in Table 1 

mensional Extended Meniscus," International Journal of Heat Transfer, Vol. 
15, 1972,pp. 1851-1863. 

4 Potash, M. L., Jr. and Wayner, P. C., Jr., "Effect of Thermocapillarity 
on the Evaporating Mensicus," NTIS Accession No. PB 235737, Sept. 17, 
1974. 

5 Lorenz, J. J. and Mikic, B. B., "The Effect of Thermocapillary Flow on 
Heat Transfer in ·Dropwise Condensation" ASME JOURNAL OF HEAT 
TRANSFER, Vol. 92, No. I, Feb. 1970, pp. 46-52. 

6 Edwards, D. K., Balahrishnan, A., and Catton, 1., "Power Law Solutions 
for Evaporation From a Finned Surface," ASME JOURNAL OF HEAT 
TRANSFER, Vol. 96, 1974, pp. 423-425. 

7 Marquardt, D" "An Algorithm for the Least Squares Estimation of 
Nonlinear Parameters," J. Soc, Indust. Appl, Math" Vol. 11, No.2, Ju'ne 1963, 
pp. 431-441. 

Transactions of the ASME 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



K. J. Daniel 
Systems Engineer. 

General Electric Research Laboratory 
Schenectady, New York 12301 

N. M. Laurendeau 
Assistant Professor of Mechanical Engineering. 

F. P. Incropera 
Professor of Mechanical Engineering. 

Mem. ASME 

Purdue University, 
West Lafayette, Ind. 

Prediction of Radiation Absorption 
and Scattering in Turbid Water 
Bodies 
In this study four methods of solving the radiative transfer equation applied to shallow 
ponds have been compared. The methods include a simple version of Beer's law, a repre­
sentative two-flux model, a six-flux model and the method of discrete ordinates. Calcula­
tions have been performed for a wide range of representative conditions typical to natural 
water. It was found that scattering was unimportant when the scattering albedo is small 
(u £ 0.5) and the phase function is highly forward peaked. Consequently, even the simple 
Beer's law expression yielded accurate predictions. However, in general only the six-flux 
method provided a suitable compromise between accuracy and operational convenience 
for all the conditions considered. The two-flux method was found to be the least accurate 
primarily due to its inability to account for refraction. 

Introduction 
In recent years there has been considerable interest in the physical 

and biological properties of natural or man-made water bodies. This 
interest has been stimulated by the existing or anticipated use of water 
bodies in engineering applications such as power plant heat rejection, 
the treatment of wastewater and the intensive culture of edible 
aquatic organisms. Propagation of visible solar radiation through 
waterbodies significantly affects their thermal structure and growth 
of photosynthetic organisms. In the interest of accurately predicting 
photosynthetic rates and/or thermal structure, there is a definite need 
for reliable methods of calculating the local volumetric rate of ra­
diation absorption within the water [1-4]. 

A layer of water may be treated as a scattering-absorbing medium 
(Pig. 1). The incident solar radiation is comprised of diffuse and col-
limated components and experiences reflection and refraction at the 
air-water interface. Radiation absorption and scattering occur within 
the water, and reflection may occur at the bottom surface. The ra­
diation field within the water is determined by the equation of 
transfer, which may be expressed as [5] 

dh(rx, n, <t>) 
f : = ~ 4 ( T X , M, <t>) 

drx 

4ir Jo J- i P^''<l''^^'t>)J. \(TX, p.', 4,')dii'd<l>' (1) 
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MECHANICAL ENGINEERS and presented at the AIChE Heat Transfer Con­
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Heat Transfer Division Ocotber 14,1977. Paper No. 77-HT-47. 
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where T\ = jŜ z is the optical depth and cox = o\/fi\ is the single-scat­
tering albedo. Assuming that the water body is homogeneous, equa­
tion (1) may be solved for the monochromatic radiance i \ as a function 
of position and direction subject to appropriate boundary conditions 
at the air-water interface and the bottom. The net radiant flux at any 
position may then be determined from the requirement that 

X 2ir / • + ! 
J hWx, M, <l>)lidiidi)> (2) 

Diffuse flux 

7777/////////////////7T/////////////////// 
Fig. 1 Physical model and coordinate systems 
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The net flux may in turn be used to determine a normalized form of 
the local volumetric radiation absorption rate, which is defined as 

HX(TX) = 
d 

L F'x(0) J 
(3) 

where Fl(0) is the irradiance on the air-water interface. 
Past efforts to model solar radiation transfer within a body of water 

have generally been approximate, and little has been done to assess 
the relative merits and accuracy of different methods. Initial efforts 
neglected spectral effects and represented F and H in terms of one 
or more decaying exponentials [1, 6]. Moreover, such treatments 
typically ignore multiple scattering effects, as well as internal re­
flections off surface boundaries. Collectively, these assumptions can 
lead to significant error, particularly when used with shallow water 
layers [7,8]. A variation of the Beer's law solution, which accounts for 
internal reflections and assumes that all scattered radiation propa­
gates in the forward direction, has been used by Viskanta and Toor 
[8]. The method was termed forward scattering approximation. For 
the conditions for which it was initially tested, it provided good 
agreement with results obtained from more rigorous methods. Vis­
kanta and Toor [7] have also used a variation of Beer's law that as­
sumes all scattered radiation is lost from the radiation field. Conse­
quently, this method ignores multiple scattering effects. 

Extensive use has been made of two-flux models to determine the 
radiation field in scattering-absorbing media. One such model is based 
on the use of a two-point Gaussian quadrature [9-11]. A major 
shortcoming of this method is the assumption that the phase function 
can be accurately represented by the sum of the first two Legendre 
polynomials. Another related two-flux method [12-16] makes no such 
assumption and accounts more accurately for anisotropic scattering. 
However, neither of these methods can account for reflection and 
refraction effects of the air-water interface. In contrast Armaly [17] 
has used a two-flux model which accounts for a refractive index change 
at the upper surface of a semi-infinite medium. However, a major 
shortcoming of the method is its restriction to isotropic scattering. 

A more detailed method is one which uses six discrete components 
to represent the angular distribution of scattered radiation [18]. 
However, little can be said about the method since it has not been used 
in any specific anisotropic scattering studies. Other, more rigorous 
methods have been reviewed, and one such technique, which is well 
suited for the problem at hand, is the method of discrete ordinates. 
It has been used to study the effect of Fresnel reflection at the 
boundaries of an anisotropically scattering medium [20] and to predict 
the radiation field in natural water bodies [8[. 

Although considerable attention has been devoted to the problem 
of radiative transfer in scattering-absorbing media, there has been 
no study which systematically compares different methods of solving 
the equation of transfer for realistic pond conditions. The purpose 
of this study has been to make such a comparison for four methods, 
which represent different levels of sophistication: a one-flux Beer's 
law method, a modified Hamaker two-flux method [12], the six-flux 
method [18], and the method of discrete ordinates. Although the 
discrete ordinate method is only one of several techniques for ob­

taining a high-order estimate of the radiation field [19], it is viewed 
here as a standard, to which the results of the simpler theories may 
be compared. 

S o l u t i o n M e t h o d s 
The Beer's law solution used in this study represents the simplest 

possible approach to radiative transfer in a scattering-absorbing 
medium. Scattering is neglected, and it is assumed that there is no 
reflection off the pond bottom. In addition, the angular distribution 
of any diffuse contribution to the irradiance at the upper surface is 
neglected, and the total irradiance is represented by a single colli­
mated beam. For these conditions equation (1) may be simplified to 
obtain the following result for the radiative flux FCI\(T\) as a function 
of optical depth [21]: 

* 
Fc,x(n) = — t*(n*)K,M exp [-(1 - WX)TM (4) 

where the term [(1 - COX)TX] is used for convenience in comparing the 
Beer's law result with the other methods. The variable Fc refers to 
the flux on a plane normal to the collimated beam, and the superscript 
* denotes conditions on the atmosphere side of the air-water interface. 
The transmissivity of this interface, f*(M*)> is determined from 
Fresnel's equation [5] and the cosines Mc and /x* are related through 
SnelPs law. Note that for irradiation which is exclusively collimated 
and for zero bottom reflectance, the above solution is equivalent to 
the forward scattering approximation [7, 8]. 

Because it is able to account for anisotropic scattering, the Hamaker 
two-flux model [12] was selected for use in this study. However, the 
method was modified to separately account for collimated and diffuse 
components of the radiation field and to relate the scattering factors 
directly to the phase function. The method is outlined briefly in the 
following paragraphs, with details provided elsewhere [21]. 

The radiation field is divided into three components, which include 
a downward propagating collimated flux Fc and downward and up­
ward propagating diffuse fluxes, F+ and F-. Note that the subscript 
X has been deleted for convenience in the remainder of this paper. The 
variation of the collimated flux with optical depth may be obtained 
from equation (4) without the (1 — cox) term in the exponent, and 
expressions for the noncollimated fluxes may be found by integrating 
the equation of transfer over the bottom and top hemispheres. As­
suming isotropic conditions in both directions and performing the 
integrations, the resulting expressions are 

dF+ 

dF-

( -2 + fsw)F+ - bscoF_ 

+ Fc(0) exp ( - T / M C ) (5) 

-—=(+2-MF- + bawF+ 
dr 

iMt*(ti*c)bSiC 
+ Fc(0) exp (-T/MC) (6) 

• N o m e n c l a t u r e . 

bs = backward scattering parameter for the 
two-flux method 

d = pond depth, m 
F = radiant flux, W/m2-/xm 
fs = forward scattering parameter for the 

two-flux method 
H = normalized volumetric radiation ab­

sorption 
/ = radiance, W/m2-sr-/im 
N = number of Legendre polynomials used 

to fit the phase function 
Pi = Legendre polynomial of order i 
p = phase function 

t = transmissivity of the air-water inter­
face 

z = vertical coordinate, m 
0 = extinction coefficient (/? = K + a), 1/m 
6 = declination angle, rad 
K = absorption coefficient, 1/m 
M = cos 0 
p = surface reflectivity 
<7 = scattering coefficient, 1/m 
T = optical depth (T = /3z) 
0 = azimuth angle, rad 
w = scattering albedo (to = er//3) 
to; = weighting factor for the Legendre poly­

nomials 

Subscripts 

c = collimated radiation 
D = diffuse radiation 
d - bottom (z = d) condition 
0 = air-water interface condition 
X = monochromatic condition 
1, 2, . . . , 6 directions of the six-flux meth­

od 
+ = downward (positive z) direction 
- = upward (negative z) direction 

Superscripts 

* = air side of air-water interface 
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where fs, bs, /s>c and 6SC are scattering factors for the diffuse field in 
the forward direction, the diffuse field in the backward direction, the 
collimated field in the forward direction and the collimated field in 
the backward direction, respectively. The scattering fractions are a 
result of expanding the phase function in a series of Legendre poly­
nomials, P;(M)> and employing the addition theorem of spherical 
harmonics. The resulting expressions for the scattering factors are 

J^i pi N 
I E S>iPi(ii)Pi(ii')dii'dii 

0 Jo ;=o 

J E S>iPi(n)Pi(n')dii'dii 
0 J-I i=o 

J-.1 N 
E <biPihic)Pi(n)d)i 

o ;=o 

Xo N 
£ o>iPi(ixc)Pi(ii)dn 

-i ;=o 

(7) 

(8) 

(9) 

(10) 

where w; is a weighting factor and N is the number of polynomials 
used to fit the phase function. These equations may be solved using 
standard techniques [21] with the following boundary conditions 

T = 0: F+(0) = -P0F-(Q) + t"DF'D 

T = rd: -F-(rd) = HcPdt*(ji*c)F*c(0) exp (-Td/nc) 

(13) 

+ PdF+(Td) (14) 

In equation (13) po is the hemispherical reflectivity of the air-water 
interface to radiation incident from below and t*D is the transmittance 
of the interface to diffuse irradiation. 

The six-flux method used in this study is identical to that reported 
by Chu and Churchill [18]. Briefly, differential equations are for­
mulated for radiative fluxes propagating in six mutually perpendicular 
directions. As shown in Fig. 1, two of the directions (3, 4) are chosen 
to be parallel to the air-water interface, while two directions (1,2) are 
taken along the collimated beam. If there is no collimated radiation, 
these directions are chosen to be those of the nadir and zenith. The 
boundary conditions of this study differ from those used by Chu and 
Churchill [18] and are summarized as follows 

Fi(0) = [-poM2^2(0) - pQ>x5Fb(0) + toirlolin + t*(/c)F*c(0) 

(15) 

^6(0) = 1-PO^F2(0) - P0^Fb(0) + toTcrD])*6 (16) 

-F2{Td) = \pdmFi{Td) + pdp.aF6(Td))ii2 (17) 

-F6(rd) = [p,imFi(Td) + PdVt,F6(Td)]i.if, (18) 

where po and pd are the diffuse reflectivities of the upper and lower 
surfaces, respectively. As for the two-flux formulation, a major 
shortcoming of this method is the assumption that each of the fluxes 
is diffuse. This assumption is used to evaluate po in equations (15) and 
(16). 

The method of discrete ordinates has been used in other studies, 
and its development is adequately treated in the literature [8, 20, 21]. 
The radiation field is divided into a finite number of directions (or­
dinates), and an integrated radiance is assigned to each direction. In 
this study, 20 ordinates have been used and the boundary conditions 
have been formulated in the manner prescribed by Viskanta [8]. The 
method provides a suitable standard for evaluation of the other 
techniques. 

For each of the four methods the local rate of radiation absorption 
may be evaluated from equation (3), and the results may be used as 
a basis for comparing the methods. 

Results 
The optical properties required for the calculations of this study 

include the single-scattering albedo and the scattering phase function. 
In natural waters these properties depend on the nature of the sus­
pended particles. From measurements made in sea water [23, 24] and 
algal cultures [25], the albedo appears to vary from approximately 
0.45-0.95. A constant value of 0.90 over the visible region of the 

spectrum is representative of dense algal cultures. The phase function 
is sharply peaked in the forward direction (Fig. 2) and is a weak 
function of wavelength [25]. Representation of the result for unicel­
lular algae by a weighted sum of thrity Legendre polynomials has been 
used for the calculations of this study. The coefficients oo; and the 
resulting scattering parameters are listed elsewhere [21]. The sharp 
decreases of the polynomial fit do not affect the results since they 
occur only where the absolute value of the phase function is small. 

Additional parameters of interest include the declination angle of 
the collimated flux, p.c, the bottom reflectivity, pd, and the total optical 
depth, Td. Accounting for refraction at the air-water interface, an 
appropriate range for the declination angle is 0.661 < nc < 1.0. The 
refractive index of water was taken to be 1.333. In addition, suitable 
ranges for pd and rd are 0.0-0.5 and 1.75-10, respectively. The ap­
proach adopted for the calculations involves selecting standard con­
ditions for the parameters then systematically varying each parameter 
in order to span the conditions typically found in natural water. The 
standard values are a = 0.75, p,c = 0.911, pd = 0 and rd = 10. Note that 
calculations were performed for both pure diffuse irradiation and pure 
collimated irradiation, with the collimated case corresponding to p.c 

= 0.911 chosen as the standard condition. 

The first comparison is for the standard conditions, and the results 
are shown in Fig. 3. It is evident that, relative to the discrete ordinate 
results, the two-flux method significantly overpredicts absorption 
in the upper region of the pond. This discrepancy is due to the as­
sumption that any radiation scattered from the incident beam im­
mediately becomes diffuse. This condition increases the effective path 
length, and hence absorption, of the radiation. Any increase in ab­
sorption for the upper layers must, of course, diminish the amount 
of radiation available for absorption in the lower regions. Conse-

° DANIEL 8 INCR0PERA [25] 

1.05 1.57 2.09 

ANGLE IN RADIANS 
2.62 

Fig. 2 Experimental phase function data for natural waters [26] and uni­
cellular algae [25], with a polynomial curve fit 

0.35 

4.0 6.0 
t)PTICAL DEPTH 

Fig. 3 Comparison of solutions to the equation of transfer for collimated ir­
radiation with the standard conditions (&> = 0.75, nc = 0.911, pd = 0, Trf = 
10) 
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quently, the two-flux method underpredicts absorption in the lower 
regions. The same trend characterizes the six-flux method, but to a 
smaller degree. This increased accuracy is a direct consequence of 
resolving the radiation field into six, rather than two, discrete fluxes. 
The excellent agreement between the Beer's law solution and the 
discrete ordinate method is due to the fact that the phase function 
is highly forward peaked, in which case radiation must experience 
numerous scatterings before becoming appreciably diverged from the 
collimated beam. However, the discrete ordinate method does account 
for the small amount of scattering from the collimated beam and for 
this reason predicts absorption rates in the upper region which are 
larger than those obtained from Beer's law. 

Fig. 4 shows the effect of varying the single scattering albedo. From, 
this figure it is evident that for small values of a) 5 0.5, excellent 
agreement is obtained for all four methods. This result is due to the 
fact that, for collimated irradiation, all methods reduce to the Beer's 
law approximation as the albedo approaches zero. This convergence 
to Beer's law with decreasing u becomes more pronounced if the phase 
function becomes increasingly more forward peaked. This trend is 
consistent with the observations of Viskanta and Toor [8], who found 
that the forward scattering approximation, which is identical to the 
Beer's law solution for the conditions employed in Fig. 4, provides 
accurate results for natural waters that have o> ;S 0.55 and a phase 
function which is highly forward peaked. However, with increasing 
w the differences between methods become more pronounced due to 
the increasing importance of scattering. For o> g; 0.8 there appears to 
be considerable inaccuracy associated with the Beer's law (forward 
scattering approximation) and two-flux approximations, although 
reasonable accuracy may still be obtained from the six-flux method. 
The threshold value of to for which significant discrepancies appear 
depends on the shape of the phase function. For phase functions which 
approach isotropic conditions, the threshold value would be much less 
than 0.8. 

Fig. 5 shows the effect of incidence angle for the collimated radia­
tion. For reasons provided earlier, the two-flux method overpredicts 
absorption in the upper layers of the water and underpredicts it in 
the lower layers. However, agreement between the methods improves 
with increasing incident angle. This trend is due to an increase in the 
pathlength of the collimated radiation per unit optical depth, causing 
more absorption to occur and hence reducing the significance of 
scattering. Note that the significant reduction in the magnitude of 
the absorption with increasing 8C is due to a reduction in the trans-
missivity of the air-water interface. 

The effect of diffuse irradiation is shown in Fig. 6, which was gen­
erated by using the standard conditions with totally diffuse irradiation 
at the upper surface. The significant discrepancy associated with the 
two-flux method is due to its inability to account for refraction at the 
air-water interface. That is, the two-flux method assumes that the 
radiation transmitted across this interface remains diffuse, when in 
fact it is concentrated into a cone within the critical angle for water. 
This concentration also contributes to the accuracy associated with 
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Fig. 5 Comparison of solutions to the equation of transfer for collimated ir­
radiation with <o = 0.75, pd = 0, Td = 10, and p.c = 1 . , or nc = 0.611 
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Fig. 6 Comparison of solutions to the equation of transfer for diffuse irra­
diation with u = 0.75, nc = 0 .911, pd = 0, and rd = 10 
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Fig. 4 Comparison of solutions to the equation of transfer for collimated ir­
radiation with ytc = 0.911, pd = 0, Td = 10, and w = 0.45 or o> = 0.95 

0.75 1.00 

OPTICAL DEPTH 

Fig. 7 Comparison of solutions to the equation of transfer for collimated ir­
radiation with w 0.75, nc = 0 .911, pd = 0.50, and Td = 1.75 

Beer's law, which assumes all of the radiation in the water to be col­
limated at 6C = 24.3 deg (0.424 rad) or nc = 0.911. 

For shallow ponds the reflectivity of the bottom, p^, becomes im­
portant. Fig. 7 shows predictions for conditions in a shallow pond (T^ 
= 1.75) for a value of pj equal to 0.50. Beer's law cannot be expected 
to yield an accurate result for these conditions since it does not ac­
count for radiation reflected from the bottom. The two-flux method 
again overpredicts absorption, due to the assumption that all of the 
scattered radiation is diffuse. Although there is still good agreement 
between the six-flux and discrete ordinate methods over a larger 
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portion of the pond, the solutions diverge in the lower region. This 
effect results from the abrupt transition from a strongly collimated 
radiation field to a diffuse field, due to the assumption of diffuse re­
flection at the bottom. Since it includes a smaller number of discrete 
fluxes, the six-flux method cannot account for this change in direc­
tional distribution to the same extent as the discrete ordinate meth­
od. 

Fig. 8 provides a comparison of the four solution methods for the 
standard conditions, except that isotropic scattering is now assumed. 
Although isotropic scattering would not be expected in a body of 
water, it is included in this study to compare solution methods for 
sharply contrasting conditions. For isotropic scattering a diffuse ra­
diation field rapidly develops, in contrast to a radiation field which 
remains sharply peaked. The two-flux method now provides accurate 
results, since a diffuse field is tacitly assumed in its development. 
However, the Beer approximation now provides poor results due to 
its inability to account for the large backward scattering associated 
with diffuse radiation fields. 
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DISCRETE 0RDINATES 
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OPTICAL DEPTH 

Fig. 8 Comparison of solutions to the equation of transfer for collimated Ir­
radiation with isotropic scattering (co = 0.75, p.c = 0.911, pd = 0, and rd = 
10) 

S u m m a r y 
The purpose of this study has been to compare several methods of 

determining the radiation field for representative conditions in a body 
of water. The methods include a very simple form of Beer's law, a 
modified Hamaker two-flux model [12], a six-flux method [18] and 
the method of discrete ordinates. Comparisons were made on the basis 
of the local radiation absorption, and the discrete ordinate method 
was used as a standard for evaluating the remaining methods. The 
key conclusions are as follows: 

1 The Beer's law solution provides good agreement with the 
method of discrete ordinates for most of the conditions considered. 
This agreement is due to the fact that the phase function is sharply 
peaked in the forward direction. However, the method does become 
inaccurate for shallow water layers with a large bottom reflectivity 
or systems with a large scattering albedo. Its use should, therefore, 
be restricted to situations for which a 5 0.8, T<2 S 2 and pd ~ 0. 
Moreover, the forward scattering method [8] should not be used for 
systems that have a large albedo, w S; 0.8. 

2 Although the two-flux method used in this study is as rigorous 
as any such method which has been used to date, it provided poor 
agreement with the discrete ordinate method for virtually all of the 
conditions considered. Typically, the two-flux method overpredicts 
radiation absorption in the upper layers and underpredicts absorption 
in the lower region. Use of the method is only recommended for small 
values of w £ 0.50 and large angles of incidence (0* 2; 45 deg) for col­
limated radiation. 

3 Although also approximate in nature, the six-flux method 
provided accurate results for virtually the entire range of conditions 
considered in this study. Its use is recommended from the standpoint 
of accuracy and operational convenience. 
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Apparent Radiative Properties of 
an Isotropically Scattering Medium 
on a Diffuse Substrate1 

The apparent directional and hemispherical radiative properties of a finite scattering 
medium bounded by a diffuse substrate are investigated. The isothermal medium emits, 
absorbs and isotropically scatters radiation. Specifically, the emittance and reflectance 
are determined. Using the principle of superposition, exact but simple equations are de­
veloped which express the apparent properties in terms of the properties of a medium not 
bounded by a substrate. Any arbitrary directional distribution of incident radiation can 
be handled. Integra-differential equations of the initial value type for the radiative prop­
erties are developed and solved. In general, when the substrate emittance is less than the 
emittance of a semi-infinite scattering medium, the scattering layer acts as a source and 
increases the apparent emittance. Conversely when the substrate emittance is greater, 
the scattering layer acts as a shield and decreases the apparent emittance. 

I n t r o d u c t i o n 

The apparent radiative properties of a semi-transparent medium 
are important in many heat transfer and remote sensing applications. 
These properties depend on the absorption and scattering properties 
of the medium, the angular distribution of the incident radiation, and 
the radiative properties of the bounding surfaces. Edwards and Bobco 
[1] and Crosbie [2, 3] used Chandrasekhar's X and Y- functions to 
study radiative properties of a finite, isothermal, isotropically scat­
tering medium with a transparent substrate. The influence of sub­
strate reflectance on the apparent properties of a scattering medium 
with a refractive index of unity has been investigated by Lii and Ozisik 
[4] and Armaly and El-Baz [5,6]. Using the normal-mode expansion 
technique, Lii and Ozisik [4] calculated the hemispherical reflectance 
and transmittance for a medium with a nonemitting substrate with 
specular and diffuse reflection. These properties were also calculated 
using the Pi-approximation (Eddington approximation). Armaly and 
El-Baz [5, 6] used the exponential kernel approximation to analyze 
a diffuse substrate. The directional and hemispherical emittance, as 
well as the bidirectional, directional-hemispherical and hemispherical 
reflectance were calculated. 

The objective of the present investigation is to express the apparent 
radiative properties for a medium of given optical thickness TO backed 
by a diffuse substrate of arbitrary reflectance pw in terms of the 
properties of a medium of thickness TO backed by a transparent sub-

1 This work was supported in part by the National Science Foundation 
through grant ENG 75-06237. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Revised Manuscript received by the Heat Transfer Di­
vision July 6,1978. 

strate. Since solutions to the latter situation are available, detailed 
multiple scattering calculations would not be necessary for each 
substrate reflectance. Thus, an engineer could readily evaluate the 
influence of substrate reflectance or the influence of an absorbing-
scattering layer on the apparent radiative properties. 

F o r m u l a t i o n 
The physical situation (see Pig. 1) consists of a finite planar layer 

bounded by a diffuse substrate. The layer emits, absorbs and scatters 
thermal radiation. The analysis is performed with the following as­
sumptions: (1) one-dimensional geometry, (2) refractive index of unit, 
(3) isothermal medium and (4) isotropic scattering. The top of the 
layer is exposed to collimated radiation, Z+(0, n, <j>) = 7O^(M ~ MO)<>(0 
— 0o), while the bottom is bounded by a diffusely emitting and re­
flecting substrate, I~(TO) = RWIT-

I ( 0 , u , * ) l " ( 0 , u ) 

r t t . u ) 

I ( T , U , * ) 

I ~ < 0 

7777T77T777777777777777777777T T=T° 
Fig. 1 Physical model 
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The apparent directional and hemispherical radiative properties of a finite scattering 
medium bounded by a diffuse substrate are investigated. The isothermal medium emits, 
absorbs and isotropically scatters radiation. Specifically, the emittance and reflectance 
are determined. Using the principle of superposition, exact but simple equations are de­
veloped which express the apparent properties in terms of the properties of a medium not 
bounded by a substrate. Any arbitrary directional distribution of incident radiation can 
be handled. Integro-differential equations of the initial value type for the radiative prop­
erties are developed and solved. In general, when the substrate emittance is less than the 
emittance of a semi-infinite scattering medium, the scattering layer acts as a source and 
increases the apparent emittance. Conversely when the substrate emittance is greater, 
the scattering layer acts as a shield and decreases the apparent emittance. 

Introduction 

The apparent radiative properties of a semi-transparent medium 
are important in many heat transfer and remote sensing applications. 
These properties depend on the absorption and scattering properties 
of the medium, the angular distribution of the incident radiation, and 
the radiative properties of the bounding surfaces. Edwards and Bobco 
{I] and Crosbie {2, 3] used Chandrasekhar's X and y- functions to 
study radiative properties of a finite, isothermal, isotropically scat­
tering medium with a transparent substrate. The influence of sub­
strate reflectance on the apparent properties of a scattering medium 
with a refractive index of unity has been investigated by Lii and Ozisik 
{4] and Armaly and El-Baz {5, 6]. Using the normal-mode expansion 
technique, Lii and Ozisik [4] calculated the hemispherical reflectance 
and transmittance for a medium with a nonemitting substrate with 
specular and diffuse reflection. These properties were also calculated 
using the P1-approximation (Eddington approximation). Armaly and 
El-Baz [5,6] used the exponential kernel approximation to analyze 
a diffuse substrate. The directional and hemispherical emittance, as 
well as the bidirectional, directional-hemispherical and hemispherical 
reflectance were calculated. 

The objective of the present investigation is to express the apparent 
radiative properties for a medium of given optical thickness ro backed 
by a diffuse substrate of arbitrary reflectance Pw in terms of the 
properties of a medium of thickness ro backed by a transparent sub-

I This work was supported in part by the National Science Foundation 
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strate. Since solutions to the latter situation are available, detailed 
multiple scattering calculations would not be necessary for each 
substrate reflectance. Thus, an engineer could readily evaluate the 
influence of substrate reflectance or the influence of an absorbing­
scattering layer on the apparent radiative properties. 

Formulation 
The physical situation (see Fig. 1) consists of a finite planar layer 

bounded by a diffuse substrate. The layer emits, absorbs and scatters 
thermal radiation. The analysis is performed with the following as­
sumptions: (1) one-dimensional geometry, (2) refractive index of unit, 
(3) isothermal medium and (4) isotropic scattering. The top of the 
layer is exposed to collimated radiation, 1+(0, 11, cp) = 100(11 - Ilo)o(cp 
- CPo), while the bottom is bounded by a diffusely emitting and re­
flecting substrate, I-(ro) = Rw/rr. 

Fig. 1 Physical model 
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medium bounded by a diffuse substrate are investigated. The isothermal medium emits, 
absorbs and isotropically scatters radiation. Specifically, the emittance and reflectance 
are determined. Using the principle of superposition, exact but simple equations are de­
veloped which express the apparent properties in terms of the properties of a medium not 
bounded by a substrate. Any arbitrary directional distribution of incident radiation can 
be handled. Integro-differential equations of the initial value type for the radiative prop­
erties are developed and solved. In general, when the substrate emittance is less than the 
emittance of a semi-infinite scattering medium, the scattering layer acts as a source and 
increases the apparent emittance. Conversely when the substrate emittance is greater, 
the scattering layer acts as a shield and decreases the apparent emittance. 

Introduction 

The apparent radiative properties of a semi-transparent medium 
are important in many heat transfer and remote sensing applications. 
These properties depend on the absorption and scattering properties 
of the medium, the angular distribution of the incident radiation, and 
the radiative properties of the bounding surfaces. Edwards and Bobco 
{I] and Crosbie {2, 3] used Chandrasekhar's X and y- functions to 
study radiative properties of a finite, isothermal, isotropically scat­
tering medium with a transparent substrate. The influence of sub­
strate reflectance on the apparent properties of a scattering medium 
with a refractive index of unity has been investigated by Lii and Ozisik 
{4] and Armaly and El-Baz {5, 6]. Using the normal-mode expansion 
technique, Lii and Ozisik [4] calculated the hemispherical reflectance 
and transmittance for a medium with a nonemitting substrate with 
specular and diffuse reflection. These properties were also calculated 
using the P1-approximation (Eddington approximation). Armaly and 
El-Baz [5,6] used the exponential kernel approximation to analyze 
a diffuse substrate. The directional and hemispherical emittance, as 
well as the bidirectional, directional-hemispherical and hemispherical 
reflectance were calculated. 

The objective of the present investigation is to express the apparent 
radiative properties for a medium of given optical thickness ro backed 
by a diffuse substrate of arbitrary reflectance Pw in terms of the 
properties of a medium of thickness ro backed by a transparent sub-

I This work was supported in part by the National Science Foundation 
through grant ENG 75-06237. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Revised Manuscript received by the Heat Transfer Di­
vision July 6, 1978. 
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strate. Since solutions to the latter situation are available, detailed 
multiple scattering calculations would not be necessary for each 
substrate reflectance. Thus, an engineer could readily evaluate the 
influence of substrate reflectance or the influence of an absorbing­
scattering layer on the apparent radiative properties. 

Formulation 
The physical situation (see Fig. 1) consists of a finite planar layer 

bounded by a diffuse substrate. The layer emits, absorbs and scatters 
thermal radiation. The analysis is performed with the following as­
sumptions: (1) one-dimensional geometry, (2) refractive index of unit, 
(3) isothermal medium and (4) isotropic scattering. The top of the 
layer is exposed to collimated radiation, 1+(0, 11, cp) = 100(11 - Ilo)o(cp 
- CPo), while the bottom is bounded by a diffusely emitting and re­
flecting substrate, I-(ro) = Rw/rr. 

Fig. 1 Physical model 
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The intensity and flux distribution within the medium can be ex­
pressed in terms of the source function [7], i.e., 

1 W iTO 
r/ld(T; TO) = - E 2(TO - T) + - r/ld(T'; To)E1(IT - T'i)dT' (9) 

2 2 0 

I+(T, 11, r/l) = 101i(11- 110)1i(r/l - r/lo) exp (-rill) 

+ foT 8(T') exp [-(T - T')/I1]dT'/1l (1) 

This result can be confirmed by simply substituting equation (6) into 
equation (5). Physically, these universal functions r/l8(T; TO), J(T, 11; 
TO) and r/ld (Tj TO) represent the dimensionless source functions for a 
finite slab which is, isothermal, exposed to collimated radiation, and 
exposed to diffuse radiation, respectively. The functions r/ld and r/l8 
are simply related to J, i.e., /-(T, 11) = (Rwhr) exp [-(TO - T)/I1] 

+ iTO 8(T') exp [-(T' - T)/I1]dT'/1l (2) r/ls(T; TO) = J(T, 00; TO) (10) 

(11) 
(3) 

Next, the radiosity must be determined. The flux leaving the diffuse 

;]-(T) = 2RwE3(TO - T) + 211" iTO S(T')E2(T' - T)dT' (4) substrate is given by 

The source function is given by the following linear integral equa­
tion: 

(12) 

where 'w, Pw are the hemispherical emittance and reflectance of the 
substrate, respectively. The flux incident on the substrate can be 
determined from equation (3). Substitution of the source function 
(6) into equation (3) yields: 

;]+(T) = 211"(1 - w)h(T m)Qs +(T; TO) 

+ IwoQc +(T, 110; TO) + RwQd~(T; TO) (13) 

W iTO + - 8(T')E1(IT - T'i)dT' 
2 0 

(5) Qs +(T;TO) = foT r/ls(T'; To)E2(T - T')dT' 

110Qc + (T, 110; TO) = 110 exp (-ri 110) 

(14) 

Since integral equation (5) is linear, the principle of superposition can 
be applied to yield: + ':". iT J(T', 110; To)E 2(T - T')dT' 

2 Jo 
(15) 

8(T) = (1- w)h(Tm)r/l8(T; TO) 

+ w(lO/411")J(T, 110; TO) + w(Rw/1I")r/ld(T; TO) (6) 

where 

Qd+(T; TO) = 2w SoT r/ld(T'; To)E 2(T - T')dT' 

Evaluation of equation (13) at T = TO gives 

(16) 

r/ls(T; TO) = 1 + - r/ls(T'; To)E1(IT - T'i)dT' W iTO 
2 0 

(7) 

and 

En(T) = exponential integral, fAe- rl,,­

I1 n - 2dl1 
;]+(T) = radiative flux in the positive T-di­

recti on 
;]-(T) = radiative flux in the negative T-di­

rection 
/+(T, 11, r/l) = radiant intensity in the positive 

T-direction 
1-( T, 11, r/l) = radiant intensity in the negative 

T-direction 
h(T) = Planck black body function 
Ii (11, r/l) = radiant intensity incident on the 

medium 
IOilo = incident radiant flux for the collimated 

case 
II = isotropic incident intensity 
J(T, 11; TO) = source function for collimated 

boundary condition, equation (S) 
Q8 +, Qc +, Qd+ = radiative flux, see equations 

(14,15) and (16) 
Rw = radiosity, radiative flux leaving sub­

strate 

Journal of Heat Transfer 

where 

(S) 

8(T) = source function, see equation (5) 
T m, T w = temperature of medium and sub­

strate, respectively 
X, Y = Chandrasekhar's X and Y-func­

tions 
ITn, (3n = moments of X and Y-functions, 

equations (54) and (55) 
Ii(x) = Dirac delta function, nf(x)li(x -

xo)dx = f(xo) for a ~ xo ~ b 
dl1), f = directional emittance, hemispherical 

emittance 
'*(11), ,* = substrate emittances, see equa­

tions (77) and (74) 
11 = cosine of the polar angle 
110, r/lo = direction of the incident collimated 

radiation 
P(I1, 110) = bidirectional reflectance 
P(I1), t(l1) = hemispherical-directional re­

flectance, transmittance 
P(ilO), t(110) = directional-hemispherical re­

flectance, transmittance 

'm = 2(1- w)Qs +(TO; TO) 

tm(110) = Qc +(TO, 110; TO) 

Pm = Qd+(TO; TO) 

(17) 

(IS) 

p, t = hemispherical reflectance, transmit­
tance 

p* = 1 -. ,* 
T = optical depth, extinction coefficient times 

distance into medium 
TO = optical thickness, extinction coefficient 

times thickness of medium 
r/l = azimuthal angle 
(Pd (T; TO) = source function for diffuse case, 

equation (9) 
r/l" (T; TO) = source function for isothermal 

case, equation (7) 
w = single scattering albedo, ratio of scat­

tering coefficient to the extinction coeffi­
cient 

Subscripts 

a = apparent properties 
m = "properties of medium without sub­

strate 
w = properties of the substrate 
00 = properties of a semi-infinite medium 
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Physically, Em and Pm represent the hemispherical emittance and 
reflectance, respectively for the medium itself. The quantity tm (Ito) 
is the directional-hemispherical transmittance of the medium. Uti­
lization of equation (17) in (12) gives 

Rw = \<w7l'h(Tw) + Pw[<m7l'h(Tm) 

+ ltofotm(lto)JI/(l - PwPm) (19) 

The intensity leaving the medium is given by 

1-(0, It) = (Rw/7I') exp (-TO/It) + foTO SeT') exp (-T'/It)(dT'/It) 

(20) 
or with the aid of equation (6) 

+ (Rw/7I')[exp (-TO/It) + w foTO </>d(T'; TO) 

X exp (-T'/It)(dT'/It)] (21) 

This equation may be rewritten as 

I-(O,It) = Em (J.l)h(Tm) + (IOJ.lO/7I')Pm(}.t,}lo) + (Rwhr}tm(J.l) 
(22) 

where 

(23) 

(24) 

(25) tm(lt) = exp (-TO/J.l) + w foTO </>d(T'; TO) exp (-T'/J.l)(dT'/J.l) 

Physically, <'m(lt) is the directional emittance, Pm(lt, J.lo)is the bidi­
rectional reflectance and tm(lt) is the hemispherical-directional 
transmittance for the medium without a substrate. 

Substitution of equation (19) into (22) yields 

(26) 

where the apparent directional properties are 

<'w + PWEm 
Ea (It) = Em (J.l) + tm (It) 

1 - PWPm 
(27) 

( ) _ ( ) + Pwtm (J.l)tm (J.lO) 
Pa It, Ito - Pm It, Ito 1 

- PwPm 
(28) 

The flux leaving the medium can be written as 

:]-(0) = 271' (,1 1-(0, It)ltdlt = Ea7l'h(T m) + Pa(lto)Iwo 
.Jo . 

(29) 

where the apparent hemispherical properties are 

('1 Ew + PwEm 
Ea = 2.Jo <a (It)ltdlt = Em + tm 

o 1 - PwPm 
(30) 

() 
(' 1 ( Pwtmtm (ItO) 

Pa Ito = 2.Jo Pa It, Ito)ltdlt = Pm (Ito) + .:....:::--"'--"'-'''-'''-
o 1 - PwPm 

(31) 

The medium and the substrate have been assumed to be at the same 
temperature, i.e., Tw = T m. 

For an opaque substrate, Pw + <w = 1, the apparent emittance de­
creases with an increase in substrate reflectance; while apparent re­
flectance increases. The behavior of the intensity and flux leaving the 
medium can be determined by looking at the derivatives with respect 
to Pw, i.e. 
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0:]-(0) 
--- = tm[-tm7l'h(T m) + IOltotm(lto)J/(l - PwPm)2 

opw 

When 71'tmlb(Tm) > IOltotm(lto), the intensity and flux leaving the 
medium decreases as the substrate reflectance increases. When 71'tm 
h (T m) < I Oltot m (Ito), the opposite trend occurs. 

For a non emitting substrate T w « T ro, the apparent emittances 
are 

(34) 

Pwtm 
Ea = Em + tm 

1 - PwPm 
(35) 

The expressions for the apparent reflectances remain unchanged and 
the derivatives of the intensity and flux become 

(37) 

Since these derivatives are always positive, the intensity and flux 
leaving the medium always increase with substrate reflectance. 

An Arbitrary Directional Variation in Incident 
Radiation 

With the expressions for the bidirectional reflectance and the di­
rectional emittance developed, any directional variation in the inci­
dent radiation can be easily handled. If the intensity incident on the 
medium is Ii (It, </», the intensity and flux leaving the layer are 

+! ('2" ('1 Ii (It', </>')Pa(lt, It')/./dlt'dq,' 
71'.Jo .Jo 

:]-(0) = <'a7l'h(Tm) + fo2" Sol Ii (It', </>')Pa(It')It'dlt'dq,' 

For an opaque substrate, the derivative with respect to Pw are 

01- (0, It) 
..::...............:..::.~ = tm(It)[-tmh(Tm) 

oPw 

0:]- (0) 
---= tm[-tm7l'h(Tm) 

oPw 

+ So2" Sol Ii (It', </>')tm (It')It'dlt'dq,']!(l - PwPm)2 

and for a nonemitting substrate 

(38) 

(39) 

(41) 

Thus, the intensity and flux leaving the medium increase with sub­
strate reflectance when the substrate is nonemitting or when 
S6" Sbli(It', </>')tm(It')It'dlt'd</>' > t m7l'h(T m) for the opaque sub-
strate. 

For isotropic incident radiation, Ii (It, </» = h. the intensity and flux 
leaving the layer are 

(44) 
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(45) 

where the hemispherical reflectance is 

.1 Pw tm
2 

Pa = 2 Jo Pa (J.I.)J.l.dJ.l. = Pm + ---'-..::....:""'----
o 1 - PwPm 

(46) 

The intensity and flux leaving the medium increase with substrate 
reflectance when the substrate is nonemitting or when It > Ib(T m). 

Equations (27, 28, 30, 31), and (46) can be obtained by alternate 
methods including invariant embedding [8], finite-element embedding 
[9] and ray tracing [10]. 

Radiative Properties of a Finite Layer: exact solutions 
The radiative properties of an isotropic scattering layer can be' 

expressed exactly in terms of Chandrasekhar's X and Y-functions 
[2,3]: 

Em (J.I.) = (1 - ~ 0'0 - ~ (30) [X (J.I.; TO) - Y(J.I.; TO)] (48) 

Pm(J.I.) = 1 - ~ (30Y(J.I.; TO) - (1- ~ 0'0) X(J.I.; TO) (49) 

tm (J.I.) = ~ (3oX (J.I.; TO) + (1 - ~ 0'0) Y(J.I.; TO) (50) 

Em = (2 - WO'o - w(30)('1 - (31) (51) 

Pm = 1 - w(30(31 - (2 - wao)al (52) 

tm = w(30al + (2 - waO)(31 (53) 

where the moments are defined as 

an = Sal X(J.I.; TO)J.l.ndJ.l. 

(3n = Sa 1 Y(J.I.; TO)J.l.ndJ.l. 

Note that Pm(J.I.) + tm(J.I.) + Em(J.I.) = 1 and Pm + tm + Em = 1. 

(54) 

(55) 

Extensive tables of Chandrasekhar's X and Y-functions are 
available [11-14]. However, their moments are not as extensively 
tabulated [11, 14]. The X and Y-functions can be easily calculated 
from the following coupled integro-differential equations [13]: 

X'=Y<I> 

Y' = -(Y/J.I.) + X<I> 

and 

(56) 

(57) 

(58) 

with initial conditions, TO = 0, X(J.I.; 0) = Y(J.I.; 0) = 1. The prime indi­
cates the derivative with respect to optical thickness, TO. The integral 
<I> is represented by a Gaussian quadrature of order N, and the re­
sulting 2N ordinary differential equations can be easily solved by 
standard techniques. Multiplication of equations (56) and (57) by 
J.l.ndJ.l. and integration from ° to 1 yields the following equations for 
the moments: 

with initial conditions, TO = 0, an = (3n = l/(n + 1). 

(59) 

(60) 

Taking the derivative of Pm (J.I., J.l.0), Em (J.I.), Pm (J.I.) and tm (J.I.) with 
respect to optical thickness and using equations (56, 57, 59) and (60) 
yields 

(61) 

Journal of Heat Transfer 

(62) 

W 
Pm'(J.I.) ="2 (3o(Y/J.I.) (63) 

tm'(J.I.) = - ( 1 - ~ 0'0) (Y/J.I.) (64) 

with initial conditions, TO = 0, Pm (J.I., J.l.0) = 0, Em (J.I.) = 0, Pm (J.I.) = ° and 
tm (J.I.) = 1. Likewise, 

(65) 

(66) 

tm' = -2 (l-~ao) (30 (67) 

with initial conditions, TO = 0, Em = Pm = ° and tm = 1. In the process 
of obtaining these expressions, the following differential equation 

( 1 - ~ 0'0 - ~ (30)' = (1 - ~ 0'0 - ~ (30) <I> (68) 

with initial condition, TO = 0, (1 - w/2ao - w/2(30) = (1 - w), was de­
veloped. Inspection of these equations reveals that the emittance and 
reflectance increase as the optical thickness is increased·, while the 
transmittance decreases. This behavior agrees with what would be 
expected physically. 

Using equations (56-60), the X and Y-functions and their moments 
are calculated for a large range of parameters. With these functions 
the radiative properties of the medium are determined from equations 
(47-53). The normal and hemispherical reflectance and transmittance 
are presented in Tables 1-4. The emittance can also be determined 
from the data presented in these tables since the sum ofthe emittance, 
reflectance and transmittance is equal to unity. 

The influence of optical thickness and albedo on the ratio of 
hemispherical to normal reflectance is illustrated in Fig. 2. This ratio 
is always greater than unity and decreases with optical thickness. In 
addition, Fig. 2 shows that the ratio of hemispherical to normal 
emittance also decreases with optical thickness, being greater than 
unity for small TO and less than unity for large TO. 

Apparent Properties 
The apparent hemispherical emittance of a medium with a none­

mitting substrate is presented in Fig. 3. The values were calculated 
from equation (35) using Tables 2 and 4. The emittance increases with 
optical thickness and substrate reflectance. This behavior can be 
predicted from equation (35), i.e. 

OEa /( )2 -- = Emtm 1 - PwPm 
oPw 

(69) 

Ea'i TO=O = 2(1 - w)(l + Pw) (70) 

Equation (70) was derived with the help of equation (65). 
The apparent hemispherical emittance for a emitting opaque 

substrate is presented in Fig. 4. The emittances were calculated from 
equation (30) using Tables 2 and 4. The emittance decreases with 
substrate reflectance, i,e. 

OEa 
:-- = -tm2/(1 - PwPm)2 
vpw 

(71) 

and is always greater than the results for the nonemitting substrate. 
Equation (71) is obtained by taking the derivative of equation (30) 
with respect to Pw. 

Inspection of Fig. 4 reveals that apparent hemispherical emittance 
increases with optical thickness when the substrate emittance is less 
than a certain value E*. The value of E* can be determined analytically 
by first taking the derivative of the apparent hemispherical emittance, 
equation (30) with respect to To"and using the identity, tm ' = - (Em' 
+ Pm'), i.e., 
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Table 1 Normal reflectance, Pm (JI. = 1) 
TO w = 0.1 w = 0.5 w = 0.9 w = 0.95 w = 0.99 

0.00406 0.02173 0.04210 0.04487 0.04712 
0.00695 0.03886 0.07937 0.08522 0.09004 
0.00909 0.05264 0.11261 0.12174 0.12937 
0,01072 0.06383 0.14235 0.15491 0.16554 
0.01196 0.07295 0.16904 0.18514 0.19892 
0.01291 0.08042 0.19303 0.21273 0.22980 
0.01365 0.08654 0.21461 0.23796 0.25844 
0.01423 0.09157 0.23406 0.26107 0.28505 
0.01469 0.09571 0.25159 0.28226 0.30982 
0.01504 0.09912 0.26741 0.30172 0.33292 
0.01596 0.10903 0.32623 0.37796 0.42792 
0.01625 0.11283 0.36165 0.42872 0.49749 
0.01634 0.11430 0.38299 0.46287 0.54969 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.5 
2.0 
2.5 
3.0 
4.0 
5.0 
6.0 
7.0 
8.0 
9.0 

0.01637 0.11487 0.39582· 0.48600 0.58961 

w = 1.00 
0.04769 
0.09127 
0.13133 
0.16829 
0.20251 
0.23427 
0.26384 
0.29142 
0.31719 
0.34133 
0.44190 
0.51751 
0.57604 
0.62245 
0.69093 
0.73872 
0.77383 
0.80065 
0.82180 
0.83890 
0.85300 

0.01639 0.11517 0.40814 0.51242 0.64505 
0.01639 0.11522 0.41254 0.52473 0.68008 
0.01639 0.11522 0.41410 0.53048 0.70298 
0.01639 0.11523 0.41465 0.53317 0.71831 
0.01639 0.11523 0.41484 0.53443 0.72875 
0.01639 0.11523 0.41491 0.53502 0.73594 

10.0 0.01639 0.11523 0.41493 0.53530 0.74093 

Table 2 Hemispherical reflectance, Pm 
TO 

0.1 
0.2 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.5 
2.0 
2.5 
3.0 
4.0 
5.0 
6.0 
7.0 
8.0 
9.0 

10.0 

w = 0.1 
0.00718 
0.01152 
0.01439 
0.01637 
0.01777 
0.01878 
0.01951 
0.02005 
0.02045 
0.02075 
0.02144 
0.02163 
0.02168 
0.02169 
0.02170 
0.02170 
0.02170 
0.02170 
0.02170 
0.02170 
0.02170 

w = 0.5 
0.03843 
0.06432 
0.08306 
0.09705 
0.10768 
0.11585 
0.12220 
0.12717 
0.13108 
0.13417 
0.14236 
0.14509 
0.14603 
0.14636 
0.14652 
0.14654 
0.14654 
0.14654 
0.14654 
0.14654 
0.14654 

Evaluation of this expression at TO = 0 yields 

and setting this derivative equal to zero gives 

<* = 1 - p* = 1 - [(2 - w) - 2(1 - w)1/2]/w 

w = 0.9 
0.07443 
0.13120 
0.17714 
0.21529 
0.24749 
0.27499 
0.29866 
0.31918 
0.33706 
0.35271 
0.40714 
0.43715 
0.45421 
0.46406 
0.47319 
0.47634 
0.47744 
0.47782 
0.47795 
0.47800 
0.47802 

(73) 

(74) 

A comparison of the hemispherical emittance for a semi-infinite 
medium <~, [2], with <* reveals that <* is always slightly less than <~ 
with a maximum difference of 0.0415 near w = 0.9. For substrate 
emittances greater than <*, the hemispherical emittance first de­
creases, reaches a minimum, and increases with optical thickness. The 
optical thickness at which the minimum occurs increases with <w. This 
behavior is not very pronounced and is difficult to see from Fig. 4. 

To generalize, when <w > <~, the scattering medium acts as a shield 
and an increase in the optical thickness decreases the emittance. 
When <w < <~, the scattering medium acts as a source and an increase 
in optical thickness increases the emittance. For substrate emittance 
in the range <* < <w < <~ the hemispherical emittance is very insen­
sitive to changes in optical thickness. For example, the case of a sub­
strate with an emittance of 0.50 and a medium with an albedo of 0.90 
[<* = 0.48051 and <~ = 0.52198], the maximum variation of the 
hemispherical emittance is only 4 percent when TO is varied from zero 
t.o infinity. 

The apparent directional emittance for the emitting opaque sub­
strate case decreases with substrate reflectance. This behavior is 
predicted mathematically by taking the derivative of equation (27), 
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w = 0.95 w = 0.99 
0.07931 0.08329 
0.14085 0.14880 
0.19143 0.20336 
0.23412 0.25004 
0.27076 0.29066 
0.30258 0.32645 
0.33046 0.35829 
0.35507 0.38684 
0.37691 0.41259 
0.39640 0.43596 
0.46807 0.52642 
0.51213 0.58800 
0.54031 0.63220 
0.55876 0.66509 
0.57926 0.70973 
0.58859 0.73751 
0.59290 0.75554 
0.59491 0.76759 
0.59585 0.77577 
0.59628 0.78141 
0.59649 0.78532 

i.e., 

O<a(!!) 
--= -tm(!!)tm/«l - PwPm)2 

opw 

w = 1.00 
0.08430 
0.15082 
0.20642 
0.25415 
0.29583 
0.33270 
0.36562 
0.39526 
0.42212 
0.44659 
0.54268 
0.60994 
0.65983 
0.69836 
0.75403 
0.79234 
0.82033 
0.84166 
0.85847 
0.87205 
0.88325 

(75) 

The variation of the apparent directional emittance with optical 
thickness can be determined by taking the derivative of equation (27), 
and evaluating it at TO = 0, i.e., 

<a'(!!)lro=O = (2 +~) Pw - (Pw + 1) (Pw + 2~) w, (76) 

Setting this derivative equal to zero gives the substrate emittance at 
which the slope of the directional emittance is zero, i.e., 

<*(!!) = 1 - (2 - w) (1 + 2~) - [(2 - w)2 (1 + 2~) 2 

- (2w2/!!)]l/2] / (2w) (77) 

The following limiting cases can easily be developed: 

<*(0) = (2 - 2w)/(2 - w) (78a) 

1--
2!! I 
1 

<*(!!) = 0 

(78b) 

when w = 1 (78c) 
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TO W = 0.1 
0.1 0.90888 
0.2 0.82556 
0.3 0.74960 
0.4 0.68043 
0.5 0.61751 
0.6 0.56029 
0.7 0.50830 
0.8 0.46107 
0.9 0.41817 
1.0 0.37923 
1.5 0.23230 
2.0 0.14208 
2.5 0.08680 
3.0 0.05298 
4.0 0.01971 
5.0 0.007317 
6.0 0.002713 
7.0 0.001005 
8.0 3.721E-4 
9.0 1.247E-4 

10.0 5.092E-4 

TO w = 0.1 
0.1 0.83965 
0.2 0.71489 
0.3 0.61330 
0.4 0.52894 
0.5 0.45801 
0.6 0.39787 
0.7 0.34655 
0.8 0.30253 
0.9 0.26462 
1.0 0.23185 
1.5 0.12211 
2.0 0.06586 
2.5 0.03610 
3.0 0.02002 
4.0 0.00632i 
5.0 0.002046 
6.0 6.736E-4 
7.0 2.248E-4 
8.0 7.577E-5 
9.0 2.575E-5 

10.0 8.814E-6 

Q..Z 

"- 1.6 
Q..'X. 

... 
Q 

1.4 
z 

III 
..... 

'X. 1.2 \II 

1.0 

0.8 
0 2 

Table 3 Normal transmittance, tm (IJ. = 1) 
w = 0.5 w = 0.9 w = 0.95 
0.92647 0.94675 0.94950 
0.85697 0.89696 0.90274 
0.79182 0.85034 0.85928 
0.73095 0.80656 0.81873 
0.67423 0.76538 0.78081 
0.62147 0.72658 0.74524 
0.57249 0.68996 0.71181 
0.52706 0.65536 0.68033 
0.48499 0.62262 0.65063 
0.44606 0.59163 0.62257 
0.29177 0.45905 0.50274 
0.18932 0.35650 0.40931 
0.12212 0.27672 0.33504 
0.07841 0.21457 0.27523 
0.03199 0.12852 0.18692 
0.01292 0.07665 0.12749 
0.005179 0.04557 0.08712 
0.002064 0.02704 0.05958 
8.192E-4 0.01602 0.04076 
3.239E-4 0.009484 0.02789 
1.277E-4 0.005612 0.01908 

Table 4 Hemispherical transmittance, tm 
w = 0.5 w = 0.9 
0.87044 0.90595 
0.76555 0.83015 
0.67704 0.76572 
0.60101 0.70960 
0.53499 0.65992 
0.47726 0.61545 
0.42649 0.57530 
0.38167 0.53879 
0.34197 0.50541 
0.30671 0.47475 
0.18005 0.35235 
0.10706 0.26558 
0.06418 0.20187 
0.03869 0.15417 
0.01423 0.09056 
0.005288 0.05342 
0.001979 0.03156 
7.442E-4 0.01865 
2.809E-4 0.01103 
1.063E-4 0.006521 
4.034E-5 0.003856 

w=O.1 

w =0. S 

-== -= _w = O. 9 
w =O.S SJ-=-=-=== 

:3 4 6 

'" .. 

1.0 

0.8 

0.6 

0.4 

0.2 

0 
0 

/ 
I 

w = 0.95 
0.91078 
0.83950 
0.77930 
0.72714 
0.68116 
0.64015 
0.60321 
0.56969 
0.53908 
0.51098 
0.39848 
0.31746 
0.25621 
0.20849 
0.14005 
0.09501 
0.06476 
0.04423 
0.03023 
0.02068 
0.01415 

/ 
/ 

/ 

/' 
/ 

/ 

/" 
/' 

w = 0.99 w = 1.00 
0.95175 0.95231 
0.90751 0.90873 
0.86676 0.86867 
0.82905 0.83171 
0.79405 0.79749 
0.76147 0.76573 
0.73107 0.73616 
0.70264 0.70858 
0.67599 0.68281 
0.65098 0.65867 
0.54588 0.55810 
0.46570 0.48249 
0.40269 0.42396 
0.35197 0.37755 
0.27548 0.30907 
0.22063 0.26128 
0.17944 0.22617 
0.14747 0.19935 
0.12207 0.17820 
0.10154 0.16110 
0.08476 0.14700 

w = 0.99 w = 1.00 
0.91471 0.91570 
0.84722 0.84918 
079067 0.79358 
0.74201 0.74585 
0.69942 0.70417 
0.66166 0.66730 
0.62786 0.63438 
0.59736 0.60474 
0.56966 0.57788 
0.54435 0.55341 
0.44430 0.45732 
0.37335 0.39006 
0.32000 0.34017 
0.27822 0.30164 
0.21663 0.24597 
0.17315 0.20766 
0.14071 0.17967 
0.11561 0.15834 
0.09568 0.14153 
0.07959 0.12795 
0.06643 0.11675 

w=0.5 

w= O.S -----
----.----

2 4 5 6 

Fig. 2 Ratio of hemispherical to normal for reflectance and emittance 
Fig. 3 Apparent emittance of a scattering medium with a nonemlltlng diHuse 
substrate 
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Substrate 
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Fig. 4 Apparent hemispherical emittance for w = 0.9 

Using the first two terms of a Taylor series expansions yields the small 
optical thickness behavior of the directional emittance 

<a (~) = <w + [ (2 +~) Pw - (Pw + 1) (pw + 2~) w] TO (79) 

Thus for small optical thicknesses, the apparent directional emittance 
decreases with TO when substrate emittance is greater than <*(~) and 
increases when <w < <*(~). 

The behavior of the directional emittance, <a(~), with optical 
thickness can be predicted from the directional emittance of a semi­
infinite medium, Ero(~) [2]. This behavior is classified in Table 5. The 
optical thickness at which the maximum or minimum occurs increases 
as I <*(~) - Ew I is increased. The maximums or minimums are not very 
pronounced. A comparison of <ro(~) with <*(~) reveals that fro *(0) > 
E*(O), Ero(1} < E*(I) and at some point ~ ~ %, <ro(~) = E*(~). The dif­
ference between Eol(p,) and <*(p,) decreases as w becomes small. The 
largest difference occurs at p, = 1 and w = 1. 

As a generalization, when Ew > Ero(p,) the scattering medium acts 
as a shield and an increase in the optical thickness decreases the 
emittance. When <w < <ro(p,) the scattering medium acts as a source 
and an increase in optical thickness increases the emittance. When 
<w "" <ro(p,), the apparent directional emittance is a weak function of 
optical thickness. For example, the case of a substrate with an emit­
tance of 0.60 and a medium with an albedo of 0.90 [<* (1) = 2Ja and <ro(1) 
= 0.58503], the maximum variation of the apparent normal emittance 
is only four percent. 

The behavior of the apparent reflectances follows from 

Pa + Ea = 1 

(80) 

(81) 

These two identities can be found from equations (27, 30, 31) and (46). 
Physically, these identities arise because the medium-substrate is 
opaque. The behavior of the hemispherical reflectance is illustrated 
in Fig. 5. 

To illustrate the utility of the results of this investigation, the fol­
lowing example is presented. In remote sensing of shallow bodies of 
water, one must determine the importance of the bottom on the re­
flected intensity. For solar illumination, emission can be neglected 
and the apparent bidirectional reflectance, given by equation (28), 
is the important property. The difference between the bidirectional 
reflectance for a black bottom and for a reflecting bottom is 
Pwtm (p,)tm (p,o)/(1 - PwPm)' The maximum difference is tm 2(1)/(1 -
Pm)[P, = P,o = 1 and Pw = 1]. The investigation should also be useful 
in understanding the optical characteristics of ceramics and painted 
surfaces. 

Concluding Remarks 
This study of the apparent radiative properties of an absorbing-
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Table 5 Behavior of the directional emittance with 
optical thickness 

Case I 
Ero(p,) > E*(p,) 

Case II 
Ero(p,) < E*(p,) 

0.5 
a...1:J 0.3 0.4 

0.2 

EW 5 E*(p,) 
Ew ~ <*(p,) 

Ew < E*(p,) 

p=I.O 
w 

0.7 

2 

emittance first decreases, reaches 
a minimum, and then increases 
with TO 
emittance increases with TO 
emittance decreases with TO 

emittance first increases, reaches 
a maximum, and then decreases 
with TO 

w=O.9 

3 4 5 6 

TO 

Fig. 5 Apparent hemispherical reflectance for w = 0.9 and Isotropic Incident 
Intensity 

isotropically scattering layer bounded by a diffuse substrate produced 
the following: 

1 The apparent radiative properties have been expressed exactly 
and simply in terms of the properties of a medium not bounded by 
a substrate [see equations (27, 28, 30, 31) and (46)]. Any arbitrary 
directional distribution of incident radiation can be handled. This 
result increases the usefulness of the solutions for the medium not 
bounded by a substrate. 

2 Differential equations of the initial value type (61-67) for the 
radiative properties of the scattering medium have been developed 
and solved. 

3 The apparent emittance of medium bounded by a non-emitting 
substrate has been shown analytically to increase with optical 
thickness and substrate reflectance. For this situation the scattering 
layer always acts as a source. 

4 The apparent emittance of a medium bounded by an emitting 
opaque substrate has been shown to increase with substrate emit­
tance. However the apparent emittance decreases with optical 
thickness if the substrate emittance is greater than the emittance of 
a semi-infinite scattering medium. In this case the scattering layer 
acts as a shield. 
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Influence of Thermal Radiation 
on the Temperature Distribution 
in a Semi-Transparent Solid 
The importance of radiation on the temperature distribution in a semi-transparent solid 
is reported. The first-order differential approximation of radiation is combined with con­
duction analysis to investigate the temperature profiles in a plane slab and a rectangular 
region. The coupled nonlinear partial differential equations are solved numerically by 
either a standard implicit or an implicit alternating direction method. Results obtained 
for opaque boundaries are in good agreement with exact formulations found in the litera­
ture. An extension to partially transparent boundaries is made and results presented. 

1 In troduc t ion 

The objective of this study is to determine the temperature dis­
tribution in a semi-transparent slab (an optical window in the present 
case) with one side exposed to high temperature (as a result of aero­
dynamic heating for example). Since it is known that in semi-trans­
parent solids, heat transfer by thermal radiation may be as important 
as conduction [1, 2] when the temperatures are high, one needs to 
address the complexities which radiation introduces into the thermal 
analysis. 

The complexity brought upon by the radiation is mathematical, 
for now instead of the linear partial differential equation of pure 
conduction, a partial integrodifferential equation, which is in addition 
nonlinear, must be solved. Because of the nonlinearity and possible 
two-dimensionality of the geometry, hope for finding an exact solution 
vanishes, and even a numerical treatment becomes cumbersome. 
Therefore, an approximate formulation (the differential formulation 
of radiative transfer) was resorted to in the present analysis and a 
numerical method (now more tractable than that required for the 
exact formulation) was used to solve the resulting equations. This 
approach was also thought to be sufficiently flexible to allow com­
plexities such as would result from a three-dimensional geometry, 
irregular boundaries or convective boundary conditions to be easily 
implemented in practical applications. 

The differential approximation has a long history in radiative 
transfer theory. It was first used in astrophysics by Milne [3] and 
Eddington [4], and later by Chandrasekhar [5] and Krook [6] for 
one-dimensional problems under conditions of radiative equilibrium. 

Its extension to two and three dimensions and a discussion of the 
appropriate boundary conditions to be used have been given in the 
context of neutron transport theory by Mark [7,8] and Marshak [9]. 
In radiative gas dynamics it was used by Traugott [10] to resolve the 
structure of a radiating shock wave; by Cohen [11] and by Cheng [12] 
in some problems involving two-dimensional flows. 

In these examples the radiating medium was assumed gray. By an 
analogy with neutron transport theory (see, for example, Davison [13], 
p. 350) Traugott [14] extended the differential approximation to 
nongray gases in a manner which yields the correct asymptotic limits 
when the gas is either optically thick or thin. This method of ac­
counting for nongrayness is used in formulating the governing equa­
tions in the present study, although numerical results are presented 
only for a gray medium. 

For a thorough discussion of heat transfer in semitransparent solids 
and an extensive list of references the reader is referred to the review 
article by Viskanta and Anderson [15]. 

2 F o r m u l a t i o n and So lu t ion 
Consider a semi-transparent solid. Its temperature distribution is 

governed by the equation 

dT , d2T 
pc — = k 

dt dxtdxi dxi 
(1) 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 21,1978. 

in which T is the local value of the absolute temperature; t, the time; 
xi, a position vector; p, the density of the material; c, its specific heat; 
and k, its thermal conductivity. The radiant heat flux is denoted by 

QiR. 

Assuming for a moment that the medium is gray, the equation of 
transfer for the integrated (over all frequencies) radiation intensity 
I (in the direction of the unit vector ii and in the absence of scattering) 
is 
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131 dl „ 01 / 
— + £i — = « ( • 
c dt dxi \ 

n2<rT* 
• I (2) 

a2J 

where c is the speed of light; a, the gray absorption coefficient of the 
medium; a, the Stefan-Boltzmann constant; and n, the index of re­
fraction. 

Defining next the first three moments of the intensity as (see, for 
example, Vincenti and Kruger [16], p. 491) 

Idfl 
0 

X 4TT 

£iida 

c Jo 

(3) 

(4) 

(5) 

in which J is the integrated mean intensity and TIJR the radiative 
stress tensor, the first two moments of the equation of transfer (after 
the unsteady term has been neglected) can be written as 

dxt 
= « p ( 4 < m 2 T 4 - J ) 

and 

c^i-+aRqi
R = 0 

dXj 

(6) 

(7) 

Following Traugott [14], the gray absorption coefficient has been 
replaced by the Planck mean absorption coefficient in the first 
equation and by the Rosseland mean in the second. These mean 
coefficients are defined by the equations 

an = I ot„Bvdv — = I TZzdv (8) 
P

 n2<,T*Jo aR 4 r c V T 3 J o a, dT 
in which B, = (2h3K3/c2)/[exp (hv/kT) - 1] is the Planck function. 

Invoking next the generalized Milne-Eddington approximation, 
the stress tensor can be related to J by 

3c 
(9) 

where 5;; is the Kronecker delta. Substituting this into equation (7) 
gives 

dJ 

dxi 
+ 3afig,-« = 0. 

Using equation (10), the energy equation can be written as 

dT d2T 1 d2J 
pc — = k 1 . 

dt dxidxi 3aR dxidxi 

The equation of transfer is replaced by 

(10) 

(U) 

+ 3aRap(4n2oT4 - J ) = 0. (12) 
dxidxi 

When conduction is present, the temperature jump (see, for ex­
ample, Siegel and Howell [17] p. 500 or Goody [18] p. 54) disappears 
and at the opaque boundaries the radiative boundary condition be­
comes 

dq2
R 

dx2 X 
(13) 

In this equation q2
R is the radiant heat flux in the positive x2 direction 

and 1/X = 4(l/e - 1/2), where e is the total hemispherical emissivity 
of the boundary. In terms of J this becomes (see Arpaci and Gozum 
[19]) 

dJ 

dxo 
2aR\(J - 4n2oTw*) (14) 

in which Tw is the boundary temperature. 
The development of the radiative boundary condition at the par­

tially transparent boundary is similar to that at opaque boundaries. 
Writing the mean intensity as 

J = J+ + J~, (15) 

at the boundary in the x2, x$ plane equation (6) can be written as 

(16) ^ = ap[4«n2Tw* - («/+ + J-)]. 
dx\ 

Assuming that the intensities are hemispherically isotropic, the ra­
diant heat flux, equation (4), at the wall becomes 

2(7!* = J+-J-

From equations (16) and (17) 

J+ = 2<m2Tw
i + g i « -

2a„ dxi 

J- = 2 a n 2 T ^ - Q l
R - ^ - ^ . 
2ap dxi 

(17) 

(18) 

(19) 

Since the hemispherical intensity J + is made up of that portion of the 
radiation from an extended black body at temperature Ts which is 
transmitted across the boundary and the reflected part of t / - , we can 
also write 

J+ = 2(1 - p )nVT s
4 + PJ- (20) 

where p is the hemispherical reflectivity of the boundary. 
Using equations (17) and (18) to eliminate J + and J~ in equation 

(20) yields 

W ( r „ 4 _ T . « ) + /i±£),1*_J_^..o 
\1 — p/ 2ap ax\ otP 

(21) 

.Nomenclature™ 

A = aspect ratio 
fl„ = Planck function 
c = specific heat or speed of light 
h = Planck's constant 
/ = integrated intensity 
J = integrated mean intensity 
J+ = hemispherical integrated intensity 
J" = hemispherical integrated intensity 
k = conductivity or Boltzmann constant 
L = thickness of window 
£i = unit vector 
n = index of refraction 

PQ = Planck number, 
n2<rT0

3 

qiR = radiative heat flux 
T = temperature 
T\ = nondimensional inside temperature, 

TJTQ 

T2 = nondimensional temperature of the 
surroundings, Ts/T0 

Ti = inside temperature 
Ts = temperature of surroundings 
To = reference temperature 
Tw = wall temperature 
t = time 
xi = position vector 
x = position coordinate 
y = position coordinate 
a = gray absorption coefficient 
ap = Planck mean absorption coefficient 

<XR = Rosseland mean absorption coeffi­
cient 

am = geometric mean absorption coefficient, 
( « / > a j ) " 2 

&ij = Kronecker delta 
e = emissivity 
p = density or surface reflectivity 
X = [4(1A - l/2)]"i 
v = frequency of radiation 
a = Stefan-Boltzmann constant 
Q = solid angle 
T = optical*thickness, amL 
Ty = radiative stress tensor 
ij = absorption coefficient ratio parameter, 

(aP/aR)V2 
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This can be written in terms of J by eliminating J+ and J between 
equations (15), (17) and (18) and combining the result with (10) to 
give 

i £ _ 3 2 £ ( i Z £ ) ( J _ 4 , , W ) ( 2 2 ) 

dxi 2 \ l + p / 

Introducing next the following scales—To for temperature, L for 
lengths, pcL2/k for time, and n2aTo4 for the integrated mean intensity 
and calling am = (ap«jj)1/2 the geometric mean absorption coefficient, 
t) = (ap/aRl112 the square root of the absorption coefficient ratio, T 
= amL the optical thickness, and Po = amk/n2aT0

3 the Planck 
number, the equations (11) and (12) can be written in the following 
nondimensional form (in x-y coordinates): 

" • - • • • • - & dt 

d^T d^T _r,_ ,cPJ_ 

dx2 dy2 3P0 \dx2 

d2J d2J 
(24) 

No special symbols have been introduced for the nondimensional 
variables, for the presence of dimensionless parameters is sufficient 
for right interpretation. 

The boundary conditions are made nondimensional in a similar 
manner. The conditions are given here for the case of a rectangular 
window (as shown in Fig. 1) with two opaque and two partially 
transparent boundaries. By taking the sides a ty = 0 and y = A (A = 
H/L is the aspect ratio) to be opaque and at constant temperature, 
the radiative boundary conditions become 

d£ 
dy 

(x, 0, t) • 
3 T \ 

i) 

[J(x, 0, t) - 4T!4] 

- — (x, A,t) = — [J(x, A, t) - 47V] 
dy n 

The thermal boundary conditions remain 

T(x, 0, t) = T(x, A, t) •• Ti 

(25) 

(26) 

(27) 

where Tx = Ti/TQ. 
The reference temperature up to now has been left unspecified. 

Letting it be equal to the outside surface temperature of the window, 
T0, the boundary conditions at the partially transparent boundaries 
become 

T (0, y, t) = f ( ^ A [J(0, y, t) - 4T2*] (28) 
dx 2JJ VI + pi 

/ Opaque 
/ Solid 

T- H 

Ts-q 

Outside 

T:,q 

Inside 

dJ, 
--(hy,t)-

dx 

3r 

27) 
(7-£W(i.y.t)-4T1«] 
\ i + />/ 

and 

T(0,y,t) = l T(l,y,t) = Th 

(29) 

(30) 

where T 2 = Ts/T0. 
Finally, if the initial temperature of the window is T;, the initial 

condition is given by 

T(*,y,0) = r1. (31) 

The governing equations were solved numerically by finite differ­
ence methods. A standard implicit method (backward difference in 
time and central in space) was used for the one-dimensional cases and 
the implicit alternating direction algorithm for two-dimensional ones. 
It may be mentioned here that the freedom to choose a suitable al­
gorithm from the large number devised for elliptic and parabolic 
equations is an important consequence of using the differential ap­
proximation. 

3. R e s u l t s 
The first set of results obtained was for the much studied one-

dimensional case of a gray semitransparent slab between two black 
walls. The corresponding numerical solution to the integrodifferential 
equation ef the exact formulation has been worked out by Viskanta 
and Grosh [20]. Once the equations (23-31) are appropriately reduced 
and solved the temperature distributions shown in Fig. 2 are obtained. 
Three values of Planck number were considered for an optical 
thickness T = 1.0 and an inside to outside temperature ratio 7 \ = 0.1. 
The differential approximation is seen to yield a set of curves which 
follow those of the exact formulation very closely. This has already 
been noted by Viskanta and Grosh for the values of Planck number 
Po ^ 4 (when conduction dominates). As one would expect the dif­
ferential approximation deteriorates somewhat as radiation becomes 
the prominent energy transfer mode at low values of the Planck 
number. However, the shape of the temperature profiles is never­
theless quite faithfully predicted. Thus it appears that no essential 
physics is lost by treating the problem by the differential approxi­
mation. 

r-

O O.I 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 

X / L 

Fig. 1 A rectangular window exchanging heat by radiation with surroundings Fig. 2 Temperature profiles for a slab by the differential approximation (T 
at temperatures Ts and T, =1 .0) 
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Fig. 3 shows the influence of the optical thickness for a temperature 
ratio 7"i = 0.5. For T = 0.1 the value Po = 0.04 is sufficiently large for 
conduction to dominate whereas Po = 4 X 10~6 is small enough that 
radiation is the major factor. Indeed, in the latter case the temperature 
profile in the central region is identical to that obtained for pure ra­
diation (not shown); only next to the boundaries (in the conduction 
boundary layers) is the diffusion of heat important. The conduction 
boundary layers must, of course, appear since a temperature jump 
is not allowed. 

The influence of reduced boundary emissivity on the temperature 
profiles is shown in Fig. 4. The temperature gradient and thus also 
the conductive heat flux increases particularly near the hot boundary 
as the emissivity is lowered. This is because the lower surface emis­
sivity reduces the radiative flux and since the sum of the conductive 
and radiative heat fluxes is constant, the conductive contribution 
must increase. Identical trends have already been obtained by Vis-
kanta and Grosh [21] by numerical solution of the equations resulting 
from the exact formulation. 

The calculations discussed above were carried out to check the 
accuracy of the differential approximation against some known so­
lutions and to determine the range of parameters in which inaccura­
cies may be expected. This is important when the method is extended 
to cases which have not been considered by exact methods. 

One such case is given in Fig. 5 in which the temperature distribu­
tions are shown for a slab which exchanges radiation through partially 
transparent boundaries with extended black surroundings, the non-
dimensional temperatures of which are Ti and T2. The reflectivity 
of the boundaries is p = 0.2, the surface temperature ratio Ti = 0.5, 
and the optical thickness of the medium T = 1.0. The absorption 
coefficient ratio is taken to be unity in this and all the subsequent 
computations. This has the effect of making the medium gray. When 
the nondimensional temperature of the extended black body is unity 
the transparency of the boundaries is manifested only through the 
value of reflectivity, as a comparison of equation (28) with (25) shows. 

i.o 

0,9 

0.8 
h-° 

^ 07 

' 0.6 

Q 5 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0 
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Fig. 3 Effect of Planck number and optical thickness on the temperature 
profiles in a slab 
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Fig. 4 Effect of surface emissivity on the temperature profiles In a slab (P0 

= 0.08, T = 1.0) 
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Thus the temperature distributions in the slab are the same as the 
corresponding (with same T and Po) ones in Fig. 3, except for the 
differences in the reflectivity. By lowering the nondimensional tem­
perature of the surroundings to 0.8 and 0.1, the radiative cooling can 
be seen from Fig. 5 to become substantial, especially at P0 = 0.04. 

As was mentioned earlier, calculation of two-dimensional tem­
perature fields was accomplished by utilizing the implicit alternating 
direction algorithm. These calculations were carried out for a medium 
surrounded by opaque black walls, three of which were at zero tem­
perature and the fourth had a nondimensional temperature equal to 
unity. This corresponds to the situation worked out analytically by 
Modest [22] for pure radiation. The centerline temperature profiles 
from his study and those calculated here for P0 = 4 X 10-5 are shown 
in Fig. 6. The curves follow one another closely except near the 
boundaries, owing again to the presence of conduction boundary 
layers. Thus for an optical thickness of order unity, the differential 
approximation appears to be adequate for determining the temper­
ature distribution with a fair degree of accuracy. 

The last case considered corresponds to a window with two opaque 
sides and two partially transparent ones. The temperature distribu­
tion in the window is governed by equations (23-31). The numerical 
solutions of the centerline temperature profiles are shown in Figs. 7 
and 8. In the vertical profile the characteristic cooling of the midregion 
is again substantial in the low Planck number case. The horizontal 
profiles when compared with Fig. 5 look much the same as in the 
one-dimensional case except now the additional cooling for T2 = 1.0 
and 0.8 and heating for T2 = 0.1, brought about by the top and bottom 
boundaries of the window, also show up. 
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0.6 
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0 O.I 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 • 1.0 
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Fig. 5 The influence of the temperature of the surroundings on the temper­
ature profiles In a slab (p = 0.2, r = 1.0) 
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Fig. 6 Centerline temperature profiles for a rectangular window by the dif­
ferential approximation ( r = 1.0) 
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X / L 

Fig. 7 The influence of the temperature of the surroundings on the centerline 
temperature profiles in a rectangular window (4 = 2.0, p = 0.2, T = 1.0) 

4 S u m m a r y a n d C o n c l u s i o n s 

T h e f irst-order differential app rox ima t ion h a s been used t o s t udy 

t h e in terac t ion of conduct ion and rad ia t ion in a s e m i - t r a n s p a r e n t 

solid. For t h e p a r a m e t e r ranges inves t iga ted it provides a good 

ag reemen t wi th t h e t e m p e r a t u r e profiles ob t a ined by more exact 

methods . T h e effects of Planck number , boundary emissivity, surface 

reflectivity, external t empera ture and optical thickness were reported. 

T h e s e variables are i m p o r t a n t in t h e appl ica t ion (involving t h e de ­

t e rmina t i on of t e m p e r a t u r e profiles in an opt ica l window) which 

p romoted th i s s tudy . 
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Band Radiation within Diffuse-
Walled Enclosures 
Part I: Exact Solutions for Simple Enclosures 
Exact radiative transfer solutions for an isothermal medium confined within an isother­
mal enclosure are given for the planar, cylindrical and spherical configurations. The em­
phasis is upon band radiation and diffuse reflections. Specular reflections are also consid­
ered because solutions are easily obtained and are of interest for comparative purposes 
as well as intrinsic value. 

Introduction 

Many engineering applications of radiation heat transfer involve 
the assumption of an isothermal absorbing-emitting medium confined 
within a gray wall enclosure. Often it may be reasonable to assume 
the enclosure boundary is similarly isothermal. Examples might in­
clude a gas-turbine or rocket combustion chamber or perhaps a long, 
axially fired furnace. 

If the medium is gray, the exact solution for such a simple problem 
can be expressed in terms of the isothermal exchange factor between 
the gas and the wall and may be found in Hottel and Sarofim [1]. 
Evaluation of the exchange factor, however, may present a consid­
erable problem unless the medium is planar or spherical. 

If the medium is nongray and characterized by band radiation, then 
exact solutions have been obtained only for some black wall enclosures 
[2] or the planar medium [3]. These, however, are merely formal, and 
no numerical examples have been given. 

Although an enclosure of only two zones is simple, the solutions are 
not trivial, and much can be learned about the nature of nongray ra­
diation from a gas that undergoes multiple reflections within the 
enclosure. This problem has been only briefly touched upon in the 
literature [1, p. 309; 3], and a complete quantitative account of the 
interesting phenomena encountered has been lacking. 

In the present paper, then, an attempt is made to strengthen the 
qualitative expectations for multiply reflected band radiation through 
exact solutions for some simple two-zone enclosures. Aside from their 
intrinsic value, these will also provide standard solutions needed for 
later consideration of approximate methods for more complex en­
closures. 

Analysis 
For the type of enclosure described above, the gray solution is 

1 Formerly at the Pennsylvania State University where the present work was 
largely carried out. 

Contributed by the Heat Transfer Division for publication in the Journal 
of Heat Transfer. Manuscript received by the Heat Transfer Division August 
11,1977. 

well-known [1]. The spectral solution has an identical form and may 
be written 

tSg, 
Eub(Ts) - E„b(Tw) 

(1) 
1 - pS„ 

The interpretation of this equation can be multifaceted. For the gray 
gas one simply suppresses the c subscripts. If the walls are specular 
or diffuse, the distinction is contained in the exchange factors Sg„ and 
S„. Only the elementary planar, cylindrical and spherical geometries 
will be considered here, for otherwise equation (1) would not be quite 
so simple. 

Diffuse Reflections. The spectral exchange factors are given by 
[1,4] 

Slab: 

Sphere: 

Cylinder: 

?„ = 1 - 2 £ 3 ( T „ M 

Sg„ = 1 - 2[1 - (1 + T„d)e-MAvd2 

(2) 

(3) 

Sg„ = - T»A2[TvrKx(Tvr)h(Tvr) + r , r K 0 ( r J / o ( r , f ) - 1] 

+ ^i(T„ r)7i(r„ r)/r r r + Ki(T„r)/0(T„r) - K0(T„)h(T„)} (4) 

and since S„ = 1 — Sg„ the gray solutions are immediately obtained 
by dropping the v subscripts. 

If band radiation is considered, then equation (1) must be inte­
grated over wavenumber v. It is assumed that the narrow-band ap­
proximation is valid so that 

C E„bf(v)dv~ £ Ekb f f(v)dv (5) 

where K is the total number of absorption-emission bands and Ekb 
is the Planck function evaluated at the band wavenumber. 

The spectral integration of equation (1) can only be effectively 
carried out by expanding (1 - pS,)-1 in its s%ries representation. 
Following this procedure the flux for a single band can be written 

qk = twkSgk[Ekb(Ts) - Ekb(TJ]Mk (6) 
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where whereupon the n t h term may be expressed as 

M» = I + E C " ns* (m) (7) 

is the multiple reflection coefficient, Sgk is the band surface-gas ex­
change factor [2], and Sj , ( m ) is the band transmissivity for radiation 
leaving the surface after having undergone m prior reflections. Unlike 
spectral or gray radiation, the band transmissivity depends upon the 
number of reflections as well as the geometry and optical parameters 
of the medium. The definition follows from the aforementioned 
spectral integration and is 

S*(m) -
1 

m - l J &i>k 
sgk n S„M 

n=l 

f Sg„[Sv 
dv 

i — 

ak 
(8) 

If m = 1, the product factor in the denominator is unity. 
For general band absorption characteristics, evaluation of equation 

(8) would be very difficult. However, the exponential band model for 
molecular gases [5] is widely accepted and for many situations allows 
the substitution T„ = TH exp[- | j / - vk\lu>k\ with 0 < \v - i>k\ < °°. 
Using this relation and a transformation of variable, equation (8) can 
be expressed as 

S*<"»: 
m - 1 

sgk n sk^ 

f 1 SS, (T*I , ) [S , (T*U)] '» — 
Jo » 0) 

Equation (9) can be evaluated in closed form for the planar medium 
only for m = 1 (Appendix). For the spherical geometry it may be 
evaluated for any m, but the labor is great even for m = 2 and becomes 
prohibitive for any larger value. It is not known if the integration can 
be carried out analytically for the cylinder, but it appears unlikely. 
Consequently, equation (9) is easiest to evaluate by numerical 
quadrature, while the closed form solutions may, where available, be 
used as a check. With care to allow for large T* and/or m, equation (9) 
can be quite satisfactorily evaluated by Gaussian quadrature with the 
integrand determined by any of equations (2-4). 

Specular Reflections. When the reflections are specular, equa­
tion (1) is restricted not only to a specific wavenumber but to a specific 
direction as well. In that case, the gray solution is just as difficult as 
the nongray one, and it is convenient to treat them simultaneously. 

As before, the denominator must be expanded in its series repre­
sentation. The exchange factors are given now by 

7rSg„ = l - e - T « ; S „ = e-'r'" (10) 

where T„t is the spectral optical depth for the line of sight path length, 
t, from one surface element to another. Using equation (10) and the 
series expansion, one finds that the nth term is of the form 

\e-nr,t — e -(l+1)''i.ll/1r (11) 

where 0 < n < °°. 
Performing the spectral integration first, one makes use of the 

definition of dimensionless band absorption 

A(T,U) • I (1 - e-
T") — (12) 

oik\A[(n + Ifrkt] - A{n,Tht\\h (13) 

The relation thus obtained is valid for any band absorption formu­
lation. The gray and exponential bands are merely convenient special 
cases. 

The flux dependence upon direction can be removed by integration 
over the entire hemispherical solid angle. The surface-gas direct ex­
change factor is defined by the integral 

Sgk 
;L p2,r p i 

IT Jo Jo 
A(Tkt)nd[id(l> (14) 

, The radiative flux for specularly reflecting surfaces can thus be 
expressed just as in equations (6) and (7) but the band transmissivities 
take on a different form given by 

Sfc<»>' 
Sg[(n + l)Tk] - Sg[nrk] 

(15) 
Sg[nTk} - Sg[(n - 1)TA] 

These transmissivities are rather more easily obtained than those 
for diffuse surfaces and have the advantage that arbitrary band ab­
sorption formulations may be easily employed, at least for the slab 
and the sphere. It is, therefore, of interest to compare specular and 
diffuse results. The length scale upon which T/J is based depends upon 
the geometry and has, therefore, been suppressed in equation (15). 

R e s u l t s 
Because solutions such as those presented herein can provide a 

standard of comparison for approximate procedures, rather extensive 
results have been obtained for both diffuse and specular enclosures 
for each of the elementary geometries. These are expressed in terms 
of the multiple reflection coefficient, given by equation (7), in Tables 
1 and 2. 

In Table 3 limited tabulations of band transmissivities are given. 
All results are based upon the overlapped-line, exponential band-
model. 

D i s c u s s i o n 
Diffuse, multiple-reflection coefficients for planar, cylindrical and 

spherical geometries are presented in Table 1. The numerical values 
increase with increasing wall reflectivity simply because a greater 
fraction of the radiation survives a wall encounter. This increase tends 
to offset somewhat the decreased wall absorptivity and results in a 
slower rate of decrease of wall heat flux. For fixed reflectivity the re­
sults show a decreasing magnitude with increasing optical depth due 
to greater absorption within the gas. The minimum value of the 
multiple reflection coefficient is unity and occurs if p -* 0 for any T. 
The maximum value is e"1 which is approached as r -+ 0 because the 
band transmissivities all approach unity. In the thin limit, then, the 
flux is independent of wall reflectivity for p < 1. In the optically thick 
limit Sk{1) -* 0, although rather slowly, and the Sk

 <A° become con­
stants (see Table 3). Thus, the multiple-reflection coefficients ap­
proach limits that depend upon p and are somewhat greater than 
unity. 

Of particular interest is how the specular compare with the diffuse 
results. Direct comparison reveals that the largest differences occur 
at the smaller tabulated optical depths, at larger values of wall re-

- N o m e n c l a t u r e -

A = dimensionless band absorption 
E = emissive power 
En = exponential integral functions 
In = modified Bessel functions, first kind 
Kn - modified Bessel functions, second 

kind 
M = multiple reflection coefficient 
q = heat flux 

S„ = spectral transmission factor 
Sfc(m) = band transmission factor for m re­

flections 
Sg = surface-gas exchange factor 
e = wall emissivity 
v = spectral wavenumber 
p = wall reflectivity 
T = optical depth 
o)k = width parameter for band k 

Subscripts 

b = black body 
d = diameter 
8 = gas 
h = plate spacing for the slab geometry 
k = band index, 1 < k < K 
r = radius 
t = path length in given direction 
w = wall 
v = spectral values 
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Table 1 Diffuse, multiple-reflection coefficients for an exponential band. 
p = planar, Tj, = r; C = cylinder, T , = r, S = sphere, T , = 3 T / 2 

T 

0. 1 

0 . 2 

0. 5 

1. 

2 . 

5 . 

10, 

2 0 . 

5 0 . 

100. 

BOO. 

1000 . 

P 

1.2Z4 

1 .204 

1. 164 

1. 1Z7 

1 .093 

1 .063 

1 .050 

1.042 

1 .034 

1. 03 0 

1 .023 

1.02 1 

P = 0 . 2 

C 

1 .223 

I . 2 0 1 

1. 158 

1. 120 

1.08B 

1. 06 i 

1. 04 9 

1 .041 

1 .033 

1 .029 

1 .023 

1 ,021 

S 

1 .222 

1 .200 

1. 156 

1. 118 

1. 087 

1, 060 

1 .049 

1. 041 

1 .033 

1 .029 

1 .023 

1 .021 

P 

1.846 

1.74 3 

1. 56 1 

1 .417 

1 .300 

1.203 

1. 162 

1. 134 

1. 110 

1.096 

1 .075 

1.06 8 

0 . 5 

c: 

1 .838 

1 .728 

1.536 

1. 392 

1.282 

1. 195 

1. 157 

1. 131 

1. 11)7 

1.094 

1.073 

1.067 

S 

1.837 

1.724 

1 .529 

1 .385 

1 .278 

1. 193 

1. 155 

1. 130 

1. 1 06 

1.094 

1.073 

1.067 

P 

3 . 804 

3 . 2 4 7 

2 . 507 

2 . 0 5 6 

1. 740 

1 . 4 9 8 

1. 3 96 

1. 329 

1 . 2 6 8 

1 .236 

1. 184 

1. 168 

0. 8 

C 

3 . 7 6 0 

3 . 178 

2 . 4 2 4 

1.986 

1 ,693 

1.476 

1.382 

1, 318 

1 .261 

1.229 

1. 179 

1. 164 

S 

3 . 751 

3 . 162 

2 . 4 0 2 

1. 967 

1 .682 

1 .470 

1. 378 

1 .315 

1 .259 

1 .228 

1. 178 

1. 163 

Table 2 Specular, multiple-reflection coefficients for an exponential band. 
P = planar, rh = T; C = cylinder, rr = T; S = sphere, rr = 3 T / 2 . 

T 

0 . 1 

0 . 2 

0. 5 

1. 

2 . 

5 . 

10. 

2 0 . 

5 0 . 

1U0. 

500 . 

1000. 

P 

1 .211 

1. 190 

1. 151 

1. 117 

1.086 

1 .059 

1. 04 7 

1. 03 1 

1. 052 

I . 028 

1. 022 

1.020 

P = 0 . 2 

C 

1.217 

1. 194 

1. 150 

1. 112 

1.082 

1.057 

1 .045 

1 .038 

1.03 1 

1 .027 

1 .021 

1 .020 

S 

1 .219 

1. 1 96 

1. 149 

1 .111 

1 .081 

1.056 

1 .045 

1, 038 

1 .031 

1.02 7 

1. 021 

1 .019 

P 

1.790 

1.686 

1 .517 

1 .386 

1 .279 

1. 189 

1. 150 

1. 125 

1. 102 

1 .089 

1.070 

1.064 

0 . 5 

C 

1.814 

1. 698 

I . 508 

1. 369 

1 .265 

1. 183 

1. 147 

1. 122 

1, 100 

1, 088 

1 .069 

1 .063 

S 

1.821 

1 .703 

1 .505 

1 .365 

1.262 

1. 181 

1.146 

i . 122 

1. 100 

1 .088 

, 1 . 0 6 9 

1 .063 

P 

3 . 580 

3 . 0 6 8 

2. 399 

1. 986 

1 .693 

1 .467 

1 ,371 

1 . 3 0 8 

1 .251 

1 .221 

1. 172 

1. 157 

0 . 8 

C 

3 . 6 4 9 

3 . 0 7 8 

2 . 3 5 4 

1.937 

1 .659 

1.452 

1.362 

1.302 

1 .247 

1 .218 

1. 170 

1. 156 

S 

3 . 6 7 3 

3 . 0 8 4 

2. 343 

1. 924 

1 .651 

1.44 9 

1 ,360 

1 .301 

1 .247 

1 .217 

1. 170 

1. 155 

Table 3 Band transmissivltles for a diffuse-walled, cylindrical enclosure 
containing an isothermal medium with exponential bands 

T 

0. 1 

0 . 2 

0 . 5 

1 . 

2 . 

5. 

1 0 . 

2 0 . 

CO 

CD 
(specular) 

^4" 
0, 1710 

0.2969 

0.5176 

0.6578 

0.7250 

0.7462 

0.7491 

0.7498 

0.7500 

0.6P3 I 

<2) 

0.9126 

0.8452 

0.7184 

0.6291 

0.5821 

0.5664 

0.5643 

0.5638 

0.5637 

0.5850 

0.9211 

0.8739 

0.8235 

0.8144 

0.8139 

0.8139 

0.8171 

c(10) 
Sk 

0.9343 

0.9119 

0,9038 

0.9037 

0. 9037 

0.9046 

q(20) 
Sk 

0.9549 

0.9511 

0.9509 

0.9509 

0.9512 

o(30) 
Sk 

0.9676 

0.9671 

0,9671 

0.9672 

S k 

0.9719 

0.9717 

0.9717 

0.9718 

flectivity and for the planar medium. It is easy to verify that the re­
sults must be the same as T -* 0 and T —>- °°. The maximum absolute 
differences in the tabulated values occur for p = 0.8 and have the 
values 5.9, 3.1 and 2.5 percent for planar, cylindrical and spherical 
enclosures, respectively. At a reflectivity of 0.5 the maximum absolute 
differences reduce to 3.3,1.8 and 1.6 percent. These are clearly of little 
consequence; thus, one could use to good approximation the more 
easily obtained specular solutions for these simple enclosures with 
diffuse walls. Edwards [3] made a similar but more restrictive ob­
servation some years ago. 

Because of the simple structure of the specular solutions they have 
the advantage of being easily employed for planar or spherical en­
closures using arbitrary band absorption formulations [2]; thus, one 
could investigate effects of different correlations as well as band line 
structure, both of which would cause considerable difficulty in a dif­
fuse formulation. For a cylindrical enclosure a closed form solution 
for the surface-gas exchange factor is not known. However, it can be 
quite accurately approximated by that for the sphere by using a 
modified argument, as suggested by comparison of results in Tables 
1 and 2. 

Further insight into the problem of multiply reflected band ra­

diation can be obtained through study of the band transmissivities 
given in Table 3. These are for the cylinder, but many asymptotic 
limits and general behavior are the same for the other geometries. 

The band transmissivity for once reflected radiation is presented 
in a somewhat different fashion than those for higher reflections be­
cause it behaves differently. It, unlike the others, is a continuously 
decreasing function of optical depth but in product with Sgk forms 
an increasing function with an asymptotic upper limit. For the slab 
and sphere this limit can be obtained from the results given in the 
Appendix; for the cylinder it is verified numerically. Two character­
istics are immediately noticed; Sk(JV) increases monotonically with 
N and decreases with T to a lower limit for N > 2. 

The decrease with increasing optical depth is intuitively expected. 
The asymptotic lower limit is a consequence of the form of the expo­
nential band absorption equation for T —• <°. The form involved herein 
is logarithmic, but similar behavior would occur for any power func­
tion due to a factoring property that eliminates a dependence on op­
tical depth. This should be contrasted with results for a gray band 
where Sfc(JV) = 1 — Sgk, which decreases continuously with optical 
depth. 

One should note as well that for a gray band the transmissivity is 
independent of the number of reflections, since the form of the 
spectral transmissivity applies to the band as a whole. In the case of 
nongray radiation the spectral distribution of reflected energy de­
pends upon the number of reflections and, therefore, so too does the 
band transmissivity. Moreover, for bands with asymptotic wings, the 
transmissivity increases steadily with N because the significant 
remaining radiation is at spectral locations of weakening absorption. 
Asymptotically one must have Sk (" ) -*• 1. Although results for T < 0.1 
are not given here, calculations were carried out for T as small as 10~4. 
The results are consistent with all comments made herein and show 
further that as T ~* 0 the band transmissivities become independent 
of AT; a result to be expected on theoretical grounds. 

Table 3 contains results applicable to specular reflections at large 
optical depth. These should be compared with the corresponding 
results for diffuse reflections. This shows that the maximum differ­
ence is in Sfc'1' and is about 7.6 percent. Differences for larger values 
of N decrease rapidly and are uniformly smaller for smaller values 
of optical depth. Since it has already been shown that specular and 
diffuse predictions differ from one another in an amount that is less 
than the difference in Sfe(1), an approximate procedure is suggested. 
In particular, the Appendix shows that Sk(1) can be exactly evaluated 
for an exponential band in the planar and spherical geometries, thus 
one could employ these results along with specular relations for N > 
1 with clear expectation for errors significantly smaller than the dif­
ference between specular and diffuse solutions. This approximation 
would require no numerical integrations. 

Concluding Remarks 
For the simple two-zone enclosures considered herein, the method 

of series expansion of the spectral solutions followed by integration 
to allow for nongray absorption and emission is rather easily carried 
out. Although it is generally agreed that this is is a correct approach, 
it is not a sound one for real absorbing-emitting media confined within 
an enclosure of arbitrary geometry and consisting of the large number 
of surface and volume zones required for nonisothermal environ­
ments. 

Part II of this paper considers the same problem treated herein 
from a rather different point of view, one which develops enclosure 
relations for band radiation and which has the potential for analysis 
of arbitrary enclosures using band absorption models, without the 
need for spectral solutions. The exact solutions provided here will be 
especially useful for evaluation of that approach and for comparative 
needs of further investigations. 
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APPENDIX 
For m = 1 it is possible to evaluate equation (9) in closed form for 

both the planar and spherical geometries. 
Using equation (2) with the argument indicated in equation (9), i.e., 

TkV replacing T„/,, one obtains for the planar medium 

SgkSkW = 1 - e~">E2(Tk) - [1 - e-^Erirk) - [1/2 - E 3 ( T A ) ] 2 

(16) 

where Tk is based upon plate spacing, h. 
Similarly, using equation (3) in equation (9) one finds for the 

sphere 

SgkSkM = 3/4 - 1/T*2 + 1/Tk* + 2E2(Tk)/Tk 

+ [4E3(2Tk) + 2E3(Tk)]/Tk* 

+ 8[E4(2Th) - EtinWn3 + A[E6(2rk) - 2Eb(rk)\/rk* (17) 

where TU is based upon diameter, d. 
These relations have optically thin limits of 2TU and 2 T ^ / 3 , re­

spectively. In the optically thick limit each has the asymptotic value 
of 3/4. The latter has also been verified numerically to apply for the 
cylindrical geometry that has an optically thin limit of 2rr. 
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Band Radiation within Diffuse-
Wailed Enclosures 
Part II: An Approximate Method Applied to 
Simple Enclosures 
An asymptotically exact approximate method of analysis for band radiation has been ap­
plied to some simple enclosures. The principal feature of the method is direct utilization 
of band absorption formulations for absorbing-emitting media. The procedure is shown 
to be capable of arbitrarily high accuracy and to have very acceptable errors for low order 
approximations. 

I n t r o d u c t i o n 

The analysis of radiative transfer within enclosures containing an 
absorbing-emitting medium may assume any one of several different 
formulations. 

The most common assumptions involve simple geometries and/or 
gray interactions over a part or the whole of the black-body spectrum. 
Typically, it has been found necessary to compromise one or more 
aspects of the analysis in order to fully accommodate others that are 
largely determined by needs or point of view. 

One finds, for example, that studies which illuminate the essential 
physical features are confined almost wholly to the planar geometry. 
Those, however, which represent analysis of realistic engineering 
geometries often, if not always, employ physical models that obscure 
the fundamental interactions of radiation with the principal medium 
and its surroundings. 

Few attempts have been made to formulate a general method that 
is capable of application to either type of problem. Yet, such a method 
would clearly unify the practical and theoretical methods of radiative 
transfer analysis and perhaps provide the greater insight essential to 
intuitive evaluation of problems whose full solution may be imprac­
tical. 

Nongray radiative transfer within diffusely reflecting enclosures 
is, however, an uncommonly complex process and presents problems 
which must be carefully resolved. Consequently, the present paper 

1 Formerly at the Pennsylvania State University where the present work was 
largely carried out. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
August 11,1977. 

is limited to rather simple systems in order to develop with some 
clarity the essential elements and the methods of resolving at least 
some obvious difficulties. 

Of particular importance to the present investigation is the work 
of Hottel and Cohen [1], which provides the fundamental zonal for­
mulation interpreted on a spectral basis, and that of Edwards [2] and 
Bevans and Dunkle [3], which provide the inspiration for development 
of band radiation analysis. 

A n a l y s i s 
Spectral Transfer Relations. For convenience and ease of 

presentation, the zone method developed by Hottel and Cohen [1] 
provides the necessary spectral relations. These are available else­
where but are not expressed in the form desired here. The spectral 
radiative energy balance on a finite volume of isothermal medium 
gives, for the volumetric cooling rate, 

N M 
VtQd*r = 4*paKvViIub(Ti) - E (gisj)jt,j - E (gigjUhb(Tj) 

7 = 1 7 = 1 

N M 

= E (gi8j),brUlTi) - Rrj\ + E (gigjUlhb(Ti) - I„b(Tj)] (1) 
7 = 1 7 = 1 

At a finite surface, similar considerations yield the spectral radiosity 

(2) 
Pi r N M i 

R,i= ti*hb(Ti) + y - E ( s ; s ; )Ay+ E (sigjUhbiTj) 
Ai Ly=i j=i J 

where there are M gas zones and N surface zones. 
The exchange-areas appearing above are most conveniently ex­

pressed in terms of the spectral absorptivity, A„(x) = 1 — exp(—paK^c), 
as 

(gigj), = - | I , „ 
d^AMj) dVjdVj 

(3) 
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Those, however, which represent analysis of realistic engineering 
geometries often, if not always, employ physical models that obscure 
the fundamental interactions of radiation with the principal medium 
and its surroundings. 

Few attempts have been made to formulate a general method that 
is capable of application to either type of problem. Yet, such a method 
would clearly unify the practical and theoretical methods of radiative 
transfer analysis and perhaps provide the greater insight essential to 
intuitive evaluation of problems whose full solution may be imprac­
tical. 

Nongray radiative transfer within diffusely reflecting enclosures 
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is limited to rather simple systems in order to develop with some 
clarity the essential elements and the methods of resolving at least 
some obvious difficulties. 

Of particular importance to the present investigation is the work 
of Hottel and Cohen [1], which provides the fundamental zonal for­
mulation interpreted on a spectral basis, and that of Edwards [2] and 
Bevans and Dunkle [3], which provide the inspiration for development 
of band radiation analysis. 

Analysis 
Spectral Transfer Relations. For convenience and ease of 

presentation, the zone method developed by Hottel and Cohen [1] 
provides the necessary spectral relations. These are available else­
where but are not expressed in the form desired here. The spectral 
radiative energy balance on a finite volume of isothermal medium 
gives, for the volumetric cooling rate, 

N M 
ViQ,.i*r = 47rPaKYJvb(T;) - L (gisj)vRvj - L (gigj)v7r1vb(Tj) 

j=l j=l 

N M 
= L (gisj)v[7rlvb(T;) - Rvj] + L (gigj)v7r[Ivb(Ti) - Ivb(Tj)] (1) 
~1 ~1 

At a finite surface, similar considerations yield the spectral radiosity 
as 

Rvi = fi7r1vb(Ti) + ~i [.f:. (sisjLRvj + .~ (Sigj)v7r1vb(Tj)] 
A, J=l J=l 

(2) 

where there are M gas zones and N surface zones. 
The exchange-areas appearing above are most conveniently ex­

pressed in terms of the spectral absQrptivity,Av(x) = 1- exp(-PaKvX), 
as 

(3) 
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(SiSj)„ 

dA„(rij) cos 8jdVjdAj 

vt dm 
(4) 

cos 6j cos OjdAjdAj 

•• AiFtj ~ (s,-sj)„* (5) 

Certain relations among exchange-areas are useful in algebraic 
manipulations and are 

M N 
ipaK„Vi = L igigj),, + Y. tes;)„ 

Ai 
M 

•• E (gjst) 
N 

+ Y. (SjSi), 

(6) 

(7) 

In all the foregoing relations it has been assumed that the physical 
properties are constant. For analytical purposes this assumption is 
nearly always essential and only rarely serious. The spectral relations 
are fundamental but practically unusable because thousands of 
spectral calculations would normally be required for even adequate 
resolution of very simple nongray problems. 

To overcome this difficulty, band models have been developed on 
both a quasi-spectral and total band foundation [4-8]. With few ex­
ceptions, however, it has not yet been clear just how these models can 
be used effectively for analysis of radiative transfer problems within 
diffuse walled enclosures. If the walls are black there is no difficulty, 
but if they are gray, the options are small in number and require 
special compromises. The Hottel [1,9] method of using a "weighted 
sum of gray gases" is one such example and either does not use band 
models at all or only indirectly. Bevans, Dunkle and Edwards' [2, 3] 
method employs band models but is restricted in generality and uses 
gray band concepts requiring special care and interpretation for ad­
aptation to real gases. 

Thus, it appears that one should pursue other lines of reasoning 
with a particular view toward making a minimum of special as­
sumptions. 

Integrated Transfer Relations. It appears, at the present time, 
that the least restrictive method of nongray analysis is the narrow 
band approximation defined by assuming 

j; I,bf{v)dv •• 
K 

> T,hb 
k=l 

s f{v)dv (8) 

In this relation, /(«) is generally a function of the spectral absorption 
or its derivatives, hb is the Planck intensity evaluated at the wave-
number of band k, K is the total number of absorption-emission 
bands, and Ai^ implies an integral over a single band. Depending upon 
band model, the extent of Ai>k may be either finite or infinite. 

The narrow band assumption leads quite naturally to a formulation 
in terms of band absorption models [2-8]. In such a formulation two 

physical parameters play an essential role. These are the integrated 
band intensity defined by 

«* - r . x.vdv 0) 

and a band width parameter mu which can be interpreted in various 
ways but usually is an empirical coefficient [7]. With these the di-
mensionless total band absorption is defined by 

A(pkakxluk) = I A„(x)d(ii/o3k) 
•J Ai»fe 

(10) 

The spectrally integrated relation for the volumetric cooling rate 
obtained from equation (1) may now be expressed as 

k=i 

K 

EkbiTt) - L GskijRkjU 
; - i 

M 
• E GkijEkb(Tj »] 

= £ iphdh 
k=i 

T, Gkij[Ekb(Ti) - Ekb(Tj)] 
1=1 

+ it Gshij[Ekb(Ti) - Rkj^\\ (11) 
; = i i 

where the exchange factors are given by 

Thij 
Gkij 

4fc 
A"(TkiiXij)-J-~ 

Jii J (j irxijz 

Gskij : - f f A'irkijXij) 
cos Ojd^idaj 

(12) 

(13) 

where Thij= Pk<xkZijluk is the interzone optical depth, zij is any con­
venient normalizing length but typically the centroid-to-centroid 
distance, £ = V/z3, x = r/z, a = A/z2, A'(x) = dA(x)/dx and A"(x) = 
d2A(x)ldx'i. 

The band radiosity function Rkj
(i) is defined by the relation 

4pk<xkViGskijR~k : / ° = f {giSj)„R„jdV (14) 

One should particularly note that the (i) superscript is essential for 
nongray bands and that a relation similar to equation (8) is inappro­
priate for approximate evaluation of the integral in equation (14), the 
reason being that Ruj may vary rapidly over the sensible width of a 
band. This has been discussed by Edwards [2] and Hottel and Sarofim 
[9], and it is the central difficulty arising in nongray analysis of dif- ! 
fusely reflecting enclosures. Nevertheless, it was just such an ap­
proximation that was suggested by Bevans and Dunkle [3] at the ex­
pense of introducing a somewhat ambiguous effective-band-width. 
The ambiguity was partially resolved by Edwards [2, 7] through 
simple example and deductive generalization. A rather more general 
approach will be followed later in this paper. 

The spectrally integrated relation obtained from equation (2) gives 

. N o m e n c l a t u r e -

A(x) = dimensionless band absorption 
A'(x) = dA(x)/dx 
A"(x) = d*A(x)/dx2 

A = area 
E = emissive power 
F = shape factor 
G = gas-gas direct exchange factor 
Gs = gas-surface direct exchange factor 
(gg) = gas-gas direct exchange area 
(gs) = gas-surface direct exchange area 
H = surface irradiation 
/ = radiant intensity 
M'"' = nth order multiple reflection coeffi­

cient 
Q*r = volumetric radiative cooling rate 
q = heat flux 
R = total surface radiosity 
Rk = band radiosity, equation (18) 

Rh = band radiosity, equation (14) 
r = distance between two points 
Sa = surface direct exchange band absorp­

tion factor 
Sg = surface-gas direct exchange factor 

S/j = band transmissivity for radiosity, Rk 
(ss) = surface-surface direct transmission 

area 
{ss)* = surface-surface direct absorption 

area 

T = temperature 

V = volume 
x = dimensionless distance 
z = normalizing length 
a = integrated band intensity 
6 = surface emissivity 
8 ~ polar angle from surface normal 

K = mass absorption coefficient 
v = spectral wavenumber 
£ = dimensionless volume 
p = surface reflectivity 
pa = absorbing gas density 
Pk = absorbing gas density for band k 
a = dimensionless area 
T = optical depth 
to = band width parameter 

Subscripts 

b = blackbody 
£ = gas 
i = zone index 
j = zone index 
k = band index 
w = wall 
v = spectral value 
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the total surface radiosity as 

K M 
+ PiZ £ o>kSgkijEkb(Tj) (15) 

k-lj-l 

where 

..2 
y 

So*;; = — j j MrkijXij 

Sgkij = — I j A'(TkijXij) 
(Ji J ai J $j 

and by definition 

u)kAiSakijRkj{i) = j (siSj)y*Rpjdv 

cos Sj cos djdajdaj . 

cos 8jd£jdoj 
(17) 

(18) 

The second term in brackets on the right-hand side of equation (15) 
accounts for band absorption of radiation traversing the enclosure 
between surfaces i and j , while the last accounts for direct surface 
irradiation due to gas emission. The other terms, aside from notational 
differences, are familiar ones for enclosures containing a nonabsorbing 
medium [10,11]. 

There are some useful relations among the exchange factors, these 
being 

and 

N M 

N M 

CiSgkij = ^ThijijGskji 

(19) 

(20) 

(21) 

Once a solution of equation (15) has been obtained, the surface 
radiative flux can be found from 

Qi 

qi=-[Eb(Ti)-Ri] 
Pi 

tilEblTi) - K] = Rt - Hi 

(22a) 

(22b) 

the latter generally being needed only when e; = 1. Hi is the irradiation 
[10] and is given by the last three terms of equation (15) exclusive of 

Pi-
Obtaining solutions of either equations (11) or (15), however, re­

quires relations for fly(i) and/or Ay ( i>, a matter considered in the 
following section. 

Band Radiosity Relations for a Simple Enclosure. The fore­
going relations were obtained by a reasonably straightforward inte­
gration of the well-known spectral zone equations. The exchange 
factors which have arisen as a direct consequence of that integration 
are all familiar concepts involving, among them, direct interaction 
between two gas zones as expressed through G/uj, between a gas and 
a surface zone as expressed through Gskij or Sgkij, and between a pair 
of surfaces and the intervening gas through the absorption factor 
Sakij. 

The only novel feature found in either of the equations (11) or (15) 
is the express recognition that a band radiosity for nongray radiation 
cannot be related solely to the surface of its origin. It depends as well 
upon the destination, as expressed by the superscript (i), and upon 
the type of interaction in question, as expressed by the two distinct 
band radiosity functions fly(i> and fly(i>. These factors lend a degree 
of complexity to a general formulation that might tend to impede 
rather than promote an appreciation of the basically simple concepts 
involved in the formulation of relations for the band radiosities. 
Moreover, the effectiveness of any formulation can only be established 
by comparison with exact solutions, and the latter are available only 
for fairly simple configurations [12]. 

This paper will, therefore, be restricted to rather detailed exami­

nation of simple enclosures. This will illustrate the fundamental 
concepts as well as the limitations and power of the approximate 
method. 

The Two-Zone Enclosure. The simplest conceivable enclosure 
consists of a single isothermal gas zone surrounded completely by an 
isothermal surface zone. 

For such a simple enclosure the foregoing relations may be used to 
show that equations (11) and (15) lead to identical results for g; and 
that Rkj(l) and fly(l) are equivalent to one another. 

The result for the flux into the surface may be obtained from 
equation (11) through use of equation (21) 

qsi = £ mSgkig[Ekb(Tg) - RkiW) 
k=i 

(23) 

where the subscripting has been retained not because it is needed but 
rather to illustrate the type of careful accounting required in more 
complex problems. Equivalent results for this problem can also be 
obtained through use of Sgkig = Sa,ku and/or Rki(g) = Aw(i). 

Through use of equation (21) the definition of fl^;1*) can be ex­
pressed from equation (14) as 

SgkigRki (g): I (gsj)v n dv 
—z—tin — 

Axj, Ai u>k 
(24) 

Further, from equation (2) the spectral radiosity can be written 

R,i = nE„b{Ti) + Y \(siSi)JR,i + (sig)„E„b(TB)] (25) 
Ai 

and through use of equation (7) can be simplified to 

R„i - Eeb(Ts) = ti[E*(Ti) - E„b(Tg)} + f fes;),[«,; - E„b(Ts)} 

(26) 
Now equation (24) clearly suggests how Rkite) can be obtained. Thus, 
one multiplies equation (26) by (sig)udi//Aio>k and integrates to ob­
tain 

Rki^ - Ekb(Tg) = ei[Ekb(Ti) - Ekb(Tg)} 

+ PiSkii^[RkiUs) ~ Ekb(Tg)} (27) 

where 

(sig)y(siSi),di> 

OMkis ^ A » Sgkig JA»* Ai Ai wk 

sgkigSku^Rki^ = r 
J A 

(sig)y (sjSi)„ dv 
tin 

(28) 

(29) 
' A H Ai Ai o>u 

The general pattern of the method is already clearly established. 
One may now easily obtain an equation for Rki('*' through multipli­
cation of equation (26) by (s,g)„(s;Sj)„dcM(i)2a)^ and integration over 
A^. For illustrative purposes the results are 

Rki^ - Ekb(Tg) = ei[Ekb(Ti) - Ekb(Tg)} 

+ PiSkn«*>[£«<«« - Eu,(Tg)] (30) 

Ska™ • - f iMMi^l2^ (31) 
J &i>k A{ L A{ J wk SgkigSku™ Jm Ai 

with an obvious definition of Rki^lig\ 
Since, in general, each higher order equation generates another 

unknown band radiosity function, it might appear that little progress 
has been made. However, each higher order equation must be back 
substituted into the next lower order. When carried to completion this 
yields an infinite series solution for Rkite) that will converge for p; < 
1. The higher the order of fl^.,-(l- • •'*', the less it contributes to the final 
result. 

It is not difficult to show that the series solution so obtained yields 
a result for the flux that is identical to that obtained by following what 
is commonly believed to be the correct basic procedure for nongray 
analysis [7,13]. That is, to solte equation (26) for the spectral radi­
osity, substitute the result into the relation for the spectral flux and 
subsequently perform the integration over wavenumber. The latter 
procedure, although easily carried out here [12], becomes impossibly 
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cumbersome for more complex problems to the point of being es­
sentially useless for either practical or theoretical purposes. 

The series yielded by the present approach has far greater theo­
retical utility in more complex situations but is impractical for typical 
engineering problems. A more useful approximate procedure may be 
found by viewing relations such as equations (27) and/or (30) as a 
closure problem. 

A Closure Approximation. The difficulty of equations (27) 
and/or (30), or any other higher order equation, is simply that there 
is no apparent relation between the band radiosity functions that 
appear on opposite sides of the equation. Thus, some approximation 
is clearly required. 

It appears that the only obvious approximation, short of completely 
ignoring the higher order radiosity function, is to assume that one may 
put 

(32) 

where the (i .. . g) indicates an arbitrary number of i indices between 
i and g. For a first order approximation one would thus employ 
equation (27) with Rki(ig) ~ Rki(g), and to second order one would use 
Rki(iig) '" Rki(ig) in equation (30). When the shorthand superscript 
notat.ion (i ... ig) - (N) is introduced wherein N represents the 
number of superscripts, the Nth order band radiosity approximation 
is written 

Rk(N) - Ekb(Tg) = <[Ekb(Tw ) - Ekb(Tg)] 

+ pSk (N)[Rk (N) - Ekb(Tg)] (33u) 

with 

Rk(N-1) - Ekb(Tg) = <[Ekb(Tw ) - Ekb(Tg)] 

+ PSk(N-l)[Rk(N) - Ekb(Tg)] (33b) 

for each lower order equation and where the redundant i subscripts 
have been dropped and T w is the wall temperature. The solution of 
equation (33) is easy and thus 

R (N) _ E (T) = <[Ekb(Tw ) - Ekb(Tg)] (34) 
k kb g 1 _ PSk (N) 

If this is substituted into equation (33b), one finds 

- [ Sk(N-l) ] 
Rk (N-ll - Ekb(Tg) = t[Ekb(Tw ) - Ekb(Tg)] 1 + p - (N) 

1- pSk 

(35) 

Similarly 
Rk(N-2) - Ekb(Tg ) = <[Ekb(Tw ) - Ekb(Tg)) 

[ { 
S (N-l) ] 

X 1 + PSk (N-2) 1 + p k } 
I-pSk(N) 

(36) 

the form of which is exact as N - 00 [12]. 
The flux can be obtained from equation (23) and in the approximate 

form may be conveniently written 

K 
q = < L wkSgk [Ekb(Tg) - Ekb(Tw))Mk (N) (37) 

k=l 

where Mk (N) is the Nth order multiple reflection coefficient, which 
may be given by the inverse denominator of equation (34) or the last 
bracketed terms of equations (35) or (36). The solution is exact when 
Mk (N) = Mk (00); this is thought to be an important consequence ofthe 
closure procedure. 

Discussion 
The method of analysis developed from the assumption of a closure 

condition has interesting theoretical properties, but perhaps of equal 
or greater importance is the evaluation of the effectiveness of low order 
approximations. If such approximations were to be acceptably ac­
curate, theoretical studies would be relieved of unwarranted com­
plexity and practical applications would be relieved of unnecesSary 
inaccuracy. 
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In physical problems in which the basic transfer relations are well 
understood and widely accepted, the logical comparison is that be­
tween exact and approximate analytical solutions. In general, it is 
reasonable to obtain exact solutions only for the elementary planar, 
cylindrical, or spherical geometry. However, physical considerations 
lead one to suspect that of the many conceivable geometries, radiative 
transfer effects ought to be bounded in extremes by those of the slab 
and the sphere. 

The exact solutions for the three elementary geometries have been 
considered in a companion paper [12]. The error in Mk (N) for first, 
second, and third order approximations is given in Tables 1 through 
3 for the slab, cylinder and sphere, respectively. The magnitudes are . 
Table 1 The percent error In closure approximations from first to third order 
for the planar medIum with an exponential band-Th = T 

p :: O. Z 

T '1 

0.1 ~o. 01 -0,00 -0,20 

o. , _0,04 -0,01 -0.55 

0.5 _0,14 -0,02 -1. 57 

1. _0,26 -0,03 -2,59 

,. _0,36 -0,03 -3,32 

5. _0,40 -0,02 -3.42 

10. _0,37 -0,02 -3.17 

'0. _0,34 -0.02 -2.89 

50. -0,30 -0. 01 -2.54 

100. -0.28 -0.01 -2.33 

1000. _0,21 -0.01 -1.79 

0.5 

" 
-0,09 

-0,24 

-0,57 

-0.77 

-0.77 

_0.60 

_0.49 

':0.42 

-0.35 

_0,31 

-0,23 

-0.04 

-0.10 

-0.21 

-0.23 

-0.19 

_0.14 

-0,11 

_0.10 

-0.08 

-0,07 

~ 0,05 

- 2,12 

- 4.7Z 

- 9.67 

-B,D 

-11.6 

_14,1 

-12.9 

-11,7 

-10,4 

0.8 

" 
-1.57 

-3,32 

-6,07 

-7.17 

-6, sa 

-5.57 

-4.75 

-4.14 

-3.54 

- 9.51 -3.19 

- 7.40 -2.41 

-1.16 

-2.33 

·3.78 

-3.94 

.3.36 

-2.6z 

.l.23 

-1.95 

.1.66 

_1.50 

_ I. 13 

Table 2 The percent error In closure approximations from first to third order 
for the cylindrical medium with an exponential band-T r = T 

P = D.2 

0.1 -0, OZ 

0.2 -0,05 

0.5 -0.16 

1. -0.28 

,. 
5. 

10. 

>0. 

50. 

loa, 

1000. 

-0,37 

-0.38 

-0,36 

-0,33 

-0.29 

-0.27 

-0,21 

_0,00 

-0.01 

-0.02 

_0,03 

-0.03 

_0,02 

-0,02 

-0.02 

-0.01 

-0.01 

_0,01 

-0,22 

-0,63 

-1,76 

-2,77 

-3,33 

-3,30 

-3,04 

-2,77 

-2,45 

-2.24 

-1,73 

0.5 0.8 

-0,10 -0. 05 - 2.31 -1.71 .1,20 

-0,26 _0,11 - 5.18 -3,61 -2,51 

-0.62 -0.22 -10.4 -6.40 -3.91 

-0.79 _0,23 .13.5 -7.26 

-0,76 _0,18 .14.5 -6.71 _3.27 

_0,60 .0,13 -13.6 -5,54 _2.56 

-0.50 .0,11 -12.5 -4,71 -2,19 

-0,43 .0,09 -11.3 -4.17 .1,91 

-0,36 _0,08 -10.0 -3.57 _1,64 

-0.32 _0,07 - 9.20 -3.22 _1,48 

-0,23 .0,05 - 7. I 7 ~ 2..43 .t,ll 

Table 3 The percent error In closure approximations from flrsllo third order 
for the spherical medium with an exponential band-Tr = 3TI2 

p = 0,2 

<, 
O. I -0,02 ·0,00 

D,2 -0, as -0,01 

0.5 -0.17 _0,02 

1. 

z. 
5. 

10. 

ZOo 

50. 

100. 

1000, 

-0,29 _0,03 

-0,37 -0,03 

-0.38 _0.02 

-0,35 -0.02 

-0,32 _0,02 

-0.29 .0,01 

.0,26 ~O.Ol 

_D, 20 ~o. 01 

-0,23 

-0,64 

-1.81 

-2,81 

-3.33 

-3.26 

-3.00 

-2.21 

-1.71 

0.5 

< , 
_0,10 

-0,27 

-0,63 

-0.80 

-0,76 

-0,60 

-0.50 

_0,43 

_0.36 

-O,3Z 

-0.24 

, 
3 

_0, 05 

-0.11 

_0,22 

_0.23 

_0, II 

_D,09 

_O.OB 

~D. 05 

, 
1 

0.8 

<z 

- 2,35 -1. 74 

- 5,30 -3,68 

-10,6 -6.49 

-13.6 _7.28 

-14,5 -6,75 

-13.5 -5.54 

-12,3 -4,77 

-11.2 -4.18 

- 9.93 -3.5B 

- 9. II _3.23 

- 7.10 -2.44 

.1,28 

_2.55 

_3,94 

.. 3,88 

_3,25 

.·2,55 

-2,18 

_1,90 

-1,63 
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virtually identical for each of the geometries, which indicates that the 
method is not geometrically sensitive. The error in the first order 
approximation may at times be only tolerable for reflectivity as large 
as 0.8, but if the latter value is less than 0.5 the first order approxi­
mation is in excellent agreement with exact solutions. For the largest 
reflectivity value the second order approximation is quite acceptable, 
while that of third order is quite good. For reflectivities of 0.5 or less 
the error in second or third order approximation is entirely negligi­
ble. 

It is interesting that the error, regardless of the order of approxi­
mation, is always negative. Thus, the approximate results are always 
less than the exact. For the simple enclosures considered here, it is 
easy to show that this is a property of the closure method. It is also 
intuitively clear that this should be the case for the following reason. 
For nongray radiation the initial attenuation will be greatest at those 
wavenumbers that correspond to greatest spectral absorption. The 
significant radiation that remains after one traversal of the medium 
will thus primarily consist of wave numbers that are more weakly at­
tenuated, therefore, a larger fraction of that remaining will survive 
a second traversal. The same may be said of radiation experiencing 
a larger number of traversals. In the case of molecular gas radiation, 
the band transmissivity, Sk (N), monotonically approaches one as N 
- 00 [12]. 

.' The effect of the closure approximation is to treat exactly the 
number of reflections corresponding to the order of the closure. Thus, 
first order accounts exactly for one reflection, second order accounts 
exactly for two and so on. Higher order reflections are treated ap­
proximately as follows: the first order closure approximates Sk (N) by 
Sk (I), the second order closure approximates Sk (N) by Sk (2) for n > 
2, and third order uses Sk (3) for Sk (N) if N > 3. At any order the ap­
proximate transmissivities are always equal to or less than the true 
value, and thus the flux is always underpredicted but the exact value 
can be approached as closely as desired by higher order approxima­
tion. In this respect the closure method has an unexpected but clearly 
desirable property. 

Concluding Remarks 
An approximate method of analysis of band radiation within dif­

fuse-walled enclosures has been developed through use of a closure 
method. Through application to simple enclosures it has been shown 
that the method will converge to the exact solution through a sequence 
of higher order approximations. The approximate solution of any 

Journal of Heat Transfer 

order is always less than the exact one. An important finding is that 
the lowest order solution yields very acceptable results for any but 
the most extreme enclosure conditions. The errors seem to be insen­
sitive to geometry as well. 

The present development was motivated by a desire to link directly 
the important advances in the development of band models [4-8] with 
a method for diffuse-walled enclosure analysis. In doing so, an ap­
proach has been used that removes the difficulty of finding an ap­
propriate band transmissivity for nongray radiation encountered in 
earlier work with a similar objective [2,3]. It is hoped that the band 
transmissivity concept has been somewhat clarified in the process. 

In papers to follow, the method will be developed further for more 
complex enclosures with attention to both useful engineering ap­
proximations and general enclosures of arbitrary geometry containing 
a nonisothermal, band radiating medium. 
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Back-Melting of a Horizontal Cloudy 
Ice Layer with Radiative Heating 
This paper is concerned with the melting of a horizontal ice layer sticking to a substrate 
by using halogen lamps, which are comparatively short wave radiation sources. This ra­
diation in the visible and infrared spectral range may be employed to remove ice from 
structures subject to atmospheric icing. It is concluded that the behavior of radiation 
transfer in a cloudy ice layer depends a great deal on the density of the cloudy ice includ­
ing air bubbles which produce the scattering of radiation. Also the phenomenon of back-
melting caused by radiant energy penetrating through the ice layer is observed. Moreover, 
it is shown that the melting rate of an ice layer can be predicted numerically by using the 
band model of extinction coefficient for cloudy ice assumed in this study. 

Introduction 

Radiative heating using solar energy or a tungsten lamp might be 
a useful method for melting or removing an ice layer sticking to a 
substrate. If a short wave beam including visible and near infrared 
radiation is employed, the back-melting of an ice layer by the radiative 
energy absorbed at the surface of the substrate facilitates the easy 
removal of the sticking ice layer from the substrate. However, the 
behavior of radiative transfer in a cloudy ice layer with air bubbles 
is significantly complicated because of scattering. Therefore, the 
evaluation of the extinction coefficient of cloudy ice is needed first 
to predict the radiative heat flux through the layer or the melting rate 
of the ice layer. Measurements of extinction coefficient have previ­
ously been made for antarctic plateau ice by Weller [1] and for river 
ice by Wendler [2]. However, in their studies, the spectral dependence 
of the extinction coefficient for cloudy ice was not fully given. 

Recently, Sugawara, et al. [3] presented an experimental investi­
gation of the melting of a horizontal ice layer by using an infrared lamp 
as a radiating heat source. They pointed out that the evaporation from 
the free surface and the free convection in the melt layer influenced 
the melting rate markedly. However, neither absorption nor scatter 
of radiant energy in the ice layer were considered in their study. Gil­
pin, et al. [4] discussed the internal absorption and scattering in the 
radiative heating of ice. 

In this paper, a spectral band model of cloudy ice which enables 
radiative melting to be predicted is assumed from a consideration of 
both spectral extinction coefficient and transmission of total energy. 
Moreover, the effects of the temperature of the source of radiation, 
the density of the cloudy ice, and the thermal properties of the sub­
strate on the melting rate of a horizontal cloudy ice layer sticking to 
the substrate are studied experimentally and analytically. 

Absorption and Extinction Coefficient of Ice 
Experimental Procedure. Measurements are made of the ab-

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER, Manuscript received by the Heat Transfer Division 
February 6,1978. 

sorption coefficient of clear ice and extinction coefficient of cloudy 
ice by using a spectroscope of the type HITACHI-EPS-3T covering 
0.2 ix to 2.6 M in wavelength [5]. The spectroscope has a collimated 
double beam with a sectional area of 10 mm X 10 mm. The tempera­
ture of the test chamber, containing an ice sample, is kept at —3°C 
by circulating ethylene glycol coolant into a copper coil in order to 
prevent the ice sample from thawing during the run. Commercial ice 
is used as the clear ice sample, while the cloudy ice block is produced 
by rapidly freezing water aerated in advance at 0°C. 

The extinction coefficient of various kinds of cloudy ice produced 
by controlling freezing rate is evaluated by measuring the radiant 
energy transmitted through the ice layer. However, it is difficult, in 
general, to accurately measure the total amount of energy emitted 
from the back surface of cloudy ice sample because of a strong scat­
tering effect caused by air bubbles contained in the ice layer. 

In the present study, the transmission of radiation through the ice 
layer, which is exposed to a total radiant energy emitted from a 
tungsten source, is measured by using the same instrument as shown 
in the literature [5]. The instrument is placed in a cold room to prevent 
the ice sample from thawing. The measurement of transmission are 
made for various ice samples having hi = 1 ~100 mm in thickness. 

Discussion. Fig. 1 shows the measured extinction coefficient ke 

for cloudy ice together with absorption coefficient a„ for clear ice. For. 
clear ice it can be seen that the absorption coefficient indicates a 
strong spectral dependence, and the wavelength at which the mini­
mum absorption coefficient occurs is about 0.55 /x. For cloudy ice it 
can be seen that the measured k, in the range 0.3 n (near visible) to 
1.2 p (near infrared) shows little dependence on wavelength. In this 
scattering region, the values are considerably higher than the ab­
sorption coefficient for clear ice without scattering. However, in the 
nonscattering region of v > 1.2 n, the h, movements are nearly equal 
to the absorption coefficient a„ due to little scattering (nonscatter­
ing). 

The transmission of total energy through a cloudy or clear ice layer 
is shown in Fig. 2, which is used to derive a band model of extinction 
coefficient proposed in the present study. The transmission A, which 
is the ratio of transmitted energy to incident energy, increases with 
increasing temperature of radiating source Tb and with increasing 
density of p,\ A precipitous decrease of A with increasing ice thickness 
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Fig. 1 Absorption and extinction coefficient: a,, k „ ' 

hi takes place in the range of thin thickness of ice. Further increase 
in hi causes a slow decrease in the transmission. The present experi­
mental results of A for clear ice coincide well with the data measured 
by Gilpin, et al. [4]. The extinction coefficient for p; = 870 kg/m3 in 
the range of hi > 20 mm is about 0.3 cm - 1 , which is similar to 0.22 
cm - 1 for river ice obtained by Wendler [2]. Solid and dotted lines in 
Fig. 2 show the predictions of A based on the present band model, 
respectively. In Fig. 1, if the wavelength at the crossing of k„ line and 
<z„ curve is defined as the critical wavelength, vc, the extinction coef­
ficient may be described as following. 

k„ v > vc (1) 

On the other hand, in the scattering range the extinction coefficient 
with scattering ks which is dependent on ice thickness may be as­
sumed 

10u P. 2 4 6 8 , n 1 2 4 6 8 , n
2 

' 10 
h: mm 

Fig. 2 Transmission, A 

10' 

ks = k0l(l + Co.hi") • v < vc (2) 

The energy emitted from the back surface of ice layer qrn and the 
transmission A are described as 

Qrh : 

where 

J Ei,u.exp\-ks.hi\dv + t j Ebv.exp\-k„.hi]dn (3) 
o Ovc 

A = qrh/qro (4) 

e = <?r0/V7V 

The extinction coefficient ko for hi —• 0 is constant in the scattering 
region. Moreover, ko and Co depend mainly on pi as shown in Fig. 3 
which illustrates the results estimated from the present experiments 
of transmission demonstrated in Fig. 2. The optimum value of index 
number, n, in equation (2) is evaluated as 0.9. 

Melting Behavior 
Experimental Apparatus. Fig. 4 shows a schematic diagram of 

the low temperature room in which the test sample is to be melted 
under a prescribed environmental temperature below 0°C. The inside 

-Nomenclature-

a„ = monochromatic absorption coefficient 
of clear ice and water 

A = transmission, defined in equation (4) 

Co = constant 

Et,v = monochromatic emissive power of 
blackbody 

hu = mass transfer coefficient 

hi = thickness of ice layer 
hin - initial thickness of ice layer 
hm = thickness of substrate 
&o = extinction coefficient for hi —• 0 
ks = extinction coefficient with scattering 

(equation (2)) 
k„ = monochromatic extinction coefficient 
Li = latent heat of melting 
Lw = latent heat of evaporation or conden­

sation 
n = index number, defined in equation (2) 
9ro = radiant heat flux impinging on ice or 

free surface 
qhi = heat flux absorbed at the surface of 

substrate 
<?ril;y| = radiative heat flux in upper melt 

layer 
Qr2{y] = radiative heat flux in lower melt 

layer 
Qri M = radiative heat flux in ice layer 
Si = thickness of upper melt layer 
S2 = thickness of lower melt layer 
S'2 = distance from free surface to bottom 

surface of ice layer 
T = temperature 
Tb = temperature of blackbody 
Ti = temperature in an ice layer 
Tin = initial temperature distribution in ice 

layer 
Tmi = temperature in upper melt layer 
TW2 = temperature in lower melt layer 
Tw = environmental temperature 
T\ = temperature of the air-water or air-ice 

interface 
Ti = temperature of the substrate surface 
T3 = temperature of the back side surface of 

substrate 

t = time 
Wi = saturated vapor concentration at free 

surface 
W„ = vapor concentration at the environ­

ment 
y = depth from free or ice surface 

a = heat transfer coefficient 
t = ratio of qro to oT4i, (= total emissivity of 

source) 

Ki = thermal diffusivity of ice 
KW = thermal diffusivity of water 
Km = thermal diffusivity of substrate 
X; = thermal conductivity of ice 
\w = thermal conductivity of water 
Am = thermal conductivity of substrate 
v = wavelength 
iV = critical wavelength 
pau = density of air-vapor mixture 
Pi = density of ice 
a = Stefan-Boltzmann constant 
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Fig. 3 Value of Co, k0 versus density of ice 
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Fig. 4 Experimental apparatus 

dimension of the room is 0.7 m X 0.7 m X 0.6 m, and the room is au­
tomatically kept at the desired temperature. A window to observe the 
melting phenomena as well as to measure the melting rate is installed 
at one side wall of the room. The temperature at the back surface of 
the substrate is kept constant lower than 0°C by using a copper-made 
cooling box in which ethylene glycol coolant is circulated, as will be 
seen in the figure. 

Short wave radiation is obtained by using halogen lamps with 
tungsten filament, which are arranged above the test section. The 
temperature of the radiating source is 3200 K at 100 volts and is varied 
to a desired value by adjusting a stabilized power source. 

Radiant heat flux onto the surface of the melt layer or ice layer, qro, 
is evaluated from the measured value of the temperature rise of a 
water film about 1.5 mm in thickness. The water film is contained in 

S 2 i 

fLi Free Surface 

^ Upper Melt Layer 

Tl 

0°c 

Fig. 5 Schematic diagram of the physical problem 

a rectangular container made of 0.5 mm thick plastic plates with a 
bottom surface of 80 mm X 80 mm, painted black. The qro value was 
estimated from the following relation: qro = (Gw.cm + Gv.cv)l 
F. (dT/dt) where Gw is the weight of water, Gv is the weight of con­
tainer, cw is the specific heat of water, c„ is the specific heat of con­
tainer, F is the surface area of container, T is the temperature, and 
t is time. This measurement can be performed within a very short 
period of time (about 5 ~ 10 s); therefore, a negligible inherent heat 
loss could be fully expected. 

The test vessel used for melting the ice layer is made of 4mm thick 
lucite plates with a surface area of 98 mm X 98 mm, and the bottom 
plate of the vessel is 1 mm thick copper plate whose surface is painted 
black so as to absorb the energy transmitted through the ice or liquid 
layer. In order to prevent the ice layer from detaching or floating 
upward due to melting from the side walls of the test vessel, the 
temperature of the walls is kept at 0°C by circulating temperature-
controlled ethylene glycol coolant through a vinyl tube 3 mm ID 
around the walls. Therefore, one-dimensional heat flow in the ice layer 
could fully be expected during each run. 

The surface temperature of the melt layer is measured by using a 
copper-constantan thermocouple of 50 /x in diameter which is soldered 
on a copper foil (20 n, 2 mm X 2 mm) having negligible small heat 
capacity compared with that of the melt layer. The foil is floating on 
the surface of the melt layer. The junction of the thermocouple is 
soldered on one side of the foil. The other side of the foil is well pol­
ished by buffing in order to reflect the direct radiation. Therefore, the 
present measurement of the surface temperature may be taken to be 
correct. 

The one-dimensional depth of upper and lower liquid melt layers 
is measured by taking a photograph of the ice-water system ob­
tained. 

To minimize the local temperature difference in the low tempera­
ture room, an electric fan is used. Therefore, the heat transfer coef­
ficient, a, on the surface of the upper melt layer or ice layer is deter­
mined experimentally by measuring heat flux from an electric heater 
in the form of a thin carbon plate placed on an insulation material. 

Analysis. Fig. 5 shows the present analytical model. Consider the 
ice layer having such a large extent as the heat is transfered one-
dimensionally after radiant energy impinges on the surface of the ice 
layer. The temperatures of the ice layer and the melt layer are as­
sumed to vary only in a vertical direction in the present study. 

Radiative heat transfer in cloudy ice is discussed by Gilpin, et al. 
[4], who refer to the effect of anisotropic scattering. The main purpose 
of the present analysis is to predict the melting of cloudy ice when the 
thickness of the upper melt layer without scattering increases grad­
ually with time. Therefore, in order to simplify the present analysis, 
the following assumptions are adopted. 

Both the volumetric emission of radiation in the ice or water layer 
are neglected as small. Moreover, since the depth of melt layer with 
no scattering becomes large during melting period, while the ice layer 
becomes gradually thin, the back-scattered radiation may be assumed 
to be negligible in the present study. 
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The index of refraction for water is about 1.3. Therefore, the re­
flection of incident energy at the air-water interface is neglected as 
a small value of about 2 ~ 3 percent. Moreover, the radiating heat 
source (halogen lamp) is assumed to be a blackbody. 

In this study, radiation and conduction could be treated analytically 
as dependent since the absorbed energy in ice or melt layer is to be 
transmitted by only the mechanism of conduction. Therefore, the 
basic equation of heat transmission in the melt layers, ice layer and 
substrate could be described as follows 

dTwl d2Twl KW dqrl\y\ 

3000 

dy 

dt 

dt "" dy2 X, 

= ^ d2Tj Ki dqri\y\ 

dy2 \t dy 

i>2Tw2 Kwdqr2\y\ 

. . 0 < y < S i 

dTw[ 

dt 

dt 
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dy2 
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 e I ^6, .exp|-a„Si -ks(y- SJjdv 
(0.165 + y)z L Jo 

+ t j " " Si„.expj-/e„y|dA (10) 

qMy] = (o.ie7ly)2 h£ E ^ < - a ^ + y - s '2> 
- ks(S'2 - Sx))dv + e j"° Eb„.exp{-k„y)dA (11) 

[0.1652/(0.165 + y)2] included in the equations above is the correction 
factor as shown in Fig. 6 which expresses the experimental results of 
the decrease of radiation intensity with increasing distance from the 
radiating source. However, when one evaluates the absorbed energy 
in ice or melt layer using equations (5-7), the correction factor in 
equations (9-11) should be treated as constant, since heat absorption 
is to be independent of correction factor. The second term on the 
right-hand side of equations (5-7) represents the radiant energy ab­
sorbed in the media. The temperature in the ice layer is assumed as 
Ti £ 0°C. When the temperature of the ice layer has reached 0°C, the 
absorption of radiative energy in the layer causes internal melting 
[6]. 

The heat is dissipated by convection, evaporation or condensation 
from the surface of the upper melt layer or ice layer. Therefore the 
energy balance at the surface (y = 0) is expressed as following. 

VTun 

dy 
x(Tx - T„) + hDLwpao(Wi ~ W„) (12) 

where \wi = \w or X;, Twi = Tw\ or T;, and a is heat transfer coefficient 
which does not include the effect of thermal radiation. The second 
term on the right-hand side of equation (12) represents the heat flux 
caused by evaporation or condensation. Mass transfer coefficient ho 
is evaluated by using the well-known analogy between heat and mass 
transfer, assuming that the Lewis number is unity [9], 

Since the effect of the difference in the total radiative energy 
transmitted on both sides of the interface of ice layer is included in 
the energy equations (5,6, 7) implicitly, boundary conditions at the 
two ice-water interfaces as y = S (=Si or S'2) are expressed as follows, 
when the reflection of both sides is neglected. 

dTw dTi _ dS 
"Am _ + A ; - — L>iPi , 

dy dy dt 

Twh Tw2 and T{ = 0°C 

(13) 

(14) 

0.28 0.3 0.35 0.40 
distance from source m 

Fig. 6 Extinction of incident energy qr0 

Tw = Twi or TW2 

The boundary condition at the surface of the black substrate (y = h{n) 
is described as 

where 

x dTwi L ^ dTm 
-Xt„ i + Xm = -qr2m, 

dy dy 

Tm = Tw2 or Ti 

(15) 

However, qr2{hin} in equation (15) may be described as following in 
accordance with the range of wavelength, since it should be noted that 
the region y = 0 ~ Si is assumed as a non-scattering region for the 
wavelength 0 ~ vc in the present study. 

^ f c » » - ^ - ( 0 . 1 6 B + S l ) 2 

X e f"CEb r . exp {-au(Si + hin - S'2) - kB(S'2 - Stfdii 
Jo 

0.1652 J Ei,i.exp\-kJiin}di> (16) 
(0.165 + hin)

2 

The temperature at the back surface of the substrate (y = hm + hm) 
is maintained at constant below 0°C, that is 

Tm = r , (17) 

where 

The initial temperature distribution in the ice layer is assumed to 
be uniform as T;n. 

Since the boundary condition is nonlinear and the absorbing rate 
of radiant energy has not a simple expression, a closed form analytical 
solution is very cumbersome in general. Therefore, numerical pre­
dictions for both melting rate of ice and unsteady temperature dis­
tributions in a prescribed system are carried out by using an implicit 
finite-difference method developed by Murray, et al. [7]. A uniform 
grid size as Ay = 0.5 mm is adopted in a depth direction. 

For the boundary condition at the free surface, it is necessary to 
consider the effect of radiant energy absorbed near the free surface. 
Therefore, in this paper, the energy absorbed at the surface (y = 0) 
is assumed to be absorbed in half a mesh of the first finite-difference 
node from the standpoint of numerical calculation. 

Under the initial conditionsV Sx = 0, S '2 = him Tfy, t = 0|, it is 
impossible to start the calculation by the finite-difference method 
adopted. Therefore, very thin upper and lower melt layers are as­
sumed to be melted prior to the numerical computation, whose ad­
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vance is estimated by solving the ordinary differential equation of heat 
conduction for liquid phase with negligible heat capacity [8]. 

Results and Discussions 
Radiative melting behavior obtained from the present experiments 

and the predicted results are shown in Figs. 7-10. 
Fig. 7 shows the effect of the temperature of the radiating heat 

source, Tb, on the amount of both upper and lower melting under the 
condition that the ice layer was stuck to an insulation material with 
black surface; the density of the cloudy ice used is 870 kg/m3. The 
results for clear ice are obtained under the conditions of qro = 2300 
kcal/mz h, /i;„ = 40 mm. The heat transfer coefficient in the free 
surface, a, is 11 kcal/m2 h°C. In this figure, the back-melting phe­
nomenon from the lower melt layer which is caused by the absorption 
of a short wave radiation transmitted through the water or ice layer 
at the surface of the substrates is clearly recognizable. The ratio of 
the amount of back-melting to that of upper-melting, S2/S1, is in­
creased with increasing Tb in spite of the same value of the incident 
energy <jrrj. The amount of back-melting for cloudy ice, S2, indicates 
the same trend as the present predictions, while the amount of 
upper-melting Si is markedly larger than the predictions. This 
, melting behavior may mainly be attributed to the reason that a slice 
of ice is apt to remove from the ice-water interface due to the weakness 
of the ice structure including a great amount of air bubbles. Another 
likely reason for this behavior is the neglected backward scattering. 
Moreover, it can be seen that the rate of back-melting increases 
gradually with time since the </h; in equation (16) increases with de­
creasing thickness of cloudy ice layer during the melting process. On 
the other hand, the predictions of both Si and S% for clear ice layer 
are in good agreement with the experimental results. 

The effect of the density of ice on the melting rate is shown in Fig. 
8. From the results, it might be inferred that the amount of upper-
melting, S\, is influenced little by the density of ice because of ne­
glected backward scattering, while the amount of lower-melting, S2, 
has a strong density dependence due to the scattering effect, as can 
be seen in Fig. 2. 

25 

20 

15 
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q,Q=2000l<cal/m2h 
t o = 0 t , Tin=0°C 
hin=30mm 
Experiment (S],S2) 
o,.(320CfK)l 8 ? 0 k m3 

n,« (2770°K)---Clear Ice 
Prediction 

P,=870kg/rrr 
Clear Ice 

E 
E 

10 

0.5 t h 1.0 1-5 

Fig. 7 Effect of Tb on melting of ice layer 

The aforementioned results for radiative melting were obtained 
for an insulated substrate to which the ice was stuck. However, from 
the practical standpoint of removing the ice layer from structures 
subject to atmospheric icing, it is useful to examine the back-melting 
behavior of ice sticking to a substrate which is initially kept at a 
temperature below 0°C. Predicted results of Si and S2 subject to the 
aforementioned thermal condition of the substrate are indicated in 
Fig. 9. The substrates adopted in this study are steel (Xm = 46 kcal/m 
h °C, Km = 0.0534 m2/h), wood (Xm = 0.091 kcal/m h °C, nm = 0.0004 
m2/h) and insulation material. As shown in this figure, these sub­
strates exert little influence on the upper-melting rate during a short 
melting period. However, as the melting advances, the effect of the 
•thermal properties of substrate on the melting rate becomes gradually 
distinct with time. On the other hand, it is clear that the substrate 

20 

15 
E 
E 
CM 

CO 

i/r 

1 0 -

5 -

Insulation 
qro=2000kcal/m2h 
Tb=3200oK,Tco=0°C,Tin=0oC // 
h i rf30mm //$? 

Cloudy Ice //? 
Clear Ice //f 

Pi =870 kg/ *K/f 
Pi =900 ^7f 
Pi=910^Jr 
fi = 9 2 0 - ^ 

Ar y 
Ar / 

/ ^ 
# O i l - / 

/ <W" / 
Jr / ^* / 

X^>^^^?^-^^J 
/ Ss^'L-**'—**" . 

fa^^-— T^~ I 

h 
-

— 

r ~ 

0.5 t h 1.0 1.5 

Fig. 8 Effect of P; on melting of ice layer 
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"exerts a marked influence in the back-melting rate. 
Pig. 10 shows the predicted results for the time dependent tem­

perature distribution of the ice layer, T;, substrate, Tm, and liquid 
melt layers, together with the experimental results. The 
thermal conductivity Xm and the thermal diffusivity Km of the sub­
strate are 0.2 kcal/m h °C and 0.0004 m2/h, respectively. In this figure 
it can be seen that the energy absorbed in the ice layer raises the 
temperature of ice layer to the melting point (0°C) in a short melting 
period. In particular, the temperature rise at the ice-substrate in­
terface is characteristic of that which radiative heating provides. 
Upper melting occurs as the temperature of the free surface, T\, 
reaches 0°C at about I = 0.032 h for cloudy ice. The temperature 
distribution of the ice layer at about t = 1.0 h is uniform at 0°C. 
Thereafter, additional energy absorbed in the ice layer produces in­
ternal melting [4, 6]. On the other hand, a great amount of back-
melting is observed for the clear ice layer because of the large heat flux 
absorbed in the substrate after penetrating through the layer with 
little scattering effect. It should be noticed in Fig. 10 that the present 
numerical analysis for radiative heating predicts the reversal of 
temperature gradient near the free surface during the melting process 
well. Such a temperature distribution appears especially under the 
combined condition of high temperature, T(,, and large heat loss 
dissipated from the free surface by convective heat transfer and 
evaporation. 

Conclus ions 
To examine the feasibility of removing an ice layer from a structure, 

short wavelength radiation obtained from halogen lamps was utilized 
as a heating source. The measurements were carried out to obtain the 
spectral dependence of the absorption and extinction coefficients of 
the ice layer. Based on the above experiments, a band model of ex­
tinction coefficient was assumed in order to analytically predict the 
melting rate of ice layers having various densities. In the results, a 
characteristic back-melting phenomenon was observed clearly. The 
numerical predictions of a radiative melting of an ice layer under the 
various melting conditions were in good agreement with the experi­
mental results in general. 

Summing up the results in this study, the following conclusions can 
be drawn: 

1 The present band model of extinction coefficient for cloudy ice 
is useful in predicting the radiative heat transfer in an ice layer and 
its melting behavior. 

2 The ratio of the amount of back-melting to that of upper-
melting, Si/S\, is increased with increasing Tb at constant incident 
energy, qr0. 

3 The amount of the upper melting, Si, is influenced little by the 
density of ice. However, the amount of the back-melting, S2, depends 
markedly on it. 

4 The substrate to which the ice layer is stuck exerts a marked 
influence on both the rate of back-melting and the rate of upper 
melting. 

ri Jw1>Tw2.Tm ° C 

Fig. 10 Temperature distributions, data points: for cloudy Ice ® t = 0.032 
ft, Of = 0.2 ft, 0 t = 1.0 ft, 9 f = 3.2 ft for clear ice at = 0.01 ft, A J = 0.055 
ft, Al = 1.6 ft, Bf = 2.8/1 
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Perturbation Solutions to Phase 
Change Problem Subject to 
Convection and Radiation 
Perturbation solutions are obtained for one-dimensional phase change problem in a finite 
region subject to convective and radiative boundary condition at the fixed boundary. The 
radiative term is first approximated by Taylor's series expansion, then the perturbation 
technique is used. Analytical expressions for total solidification time and the rate of solid­
ification as well as the temperature distributions are obtained. Close agreement is ob­
served between the present analysis and that of an early work. 

Introduction 

The heat conduction problems involving change of phase are of 
great practical importance. They are encountered in application such 
as the missile re-entry, solidification of metals, freezing food and ice 
formation. However, due to the nonlinear boundary condition at 
solid-liquid interface, exact analytical solutions are limited to a few 
simple cases [1]. Therefore, approximate method of solution must be 
employed. The variational method developed by Biot [2-4] and the 
integral method by Goodman [5] are the most popular techniques. 
Both methods have been applied by many investigators for different 
types of boundary conditions [6-14]. Recently, Chung and Yeh [15] 
used the variational method and the heat balance integral technique 
in solving the phase change problem subject to radiation and con­
vection. Pedroso and Domoto [16,17] successfully adopted the per­
turbation method in solving the solidification problem with planar 
and spherical geometries. 

In the present investigation, regular perturbation technique is 
extended to the phase change problem arising from aerodynamic and 
radiative cooling or heating. Both the temperature distributions and 
the location of the interface are to be determined and expressed in 
analytical forms. Comparison is made between the present analysis 
and that of an early work [15] using the variational method and nu­
merical integration. 

Analysis 
A homogeneous slab of thickness £ is situated at its fusion tem­

perature, Ti, initially as shown in Fig. 1. At time t = 0, radiative and 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, Atlanta, Georgia, November 27-December 2, 1977 THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by 
the Heat Transfer Division February 9,1978. Paper No. 77-WA/HT-16. 

Fig. 1 Schematic representation ot phase change problem 

convective cooling (or heating) is applied at the face, x = 0, and phase 
change starts. Assuming that the thermal properties are constants 
and the newly formed phase is opaque to radiation. The one-dimen- • 
sional heat conduction equation describing the system can be written 
in the following form 

96 / VOL 101, FEBRUARY 1979 Transactions of the ASME 
Copyright © 1979 by ASME

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



d T _ d^T 
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£ > 0, 0 < x < S 
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dl 
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(3) 

(4) 
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where <5 is the location of the interface between the solid and liquid. 
P = 1 and - 1 represent the solidification case and melting case, re­
spectively. F is overall radiation shape factor which is assumed to be 
constant, a is the Stefan-Boltzmann constant and h is heat transfer 
coefficient. For simplicity, both the ambient temperature Ta and the 
environment temperature Te are assumed to be equal in the present 
analysis. Equation (5) implies the finiteness of the liquid or solid re­
gion and guarantees the condition T = T{ as x > 5(t). 

The dimensionless quantities of physical parameter e, temperature 
u, space coordinate x, interface position, s, and time T are defined 
as 

PCp(Tj-Ta) 
( = 

L 
PT 

(7) 

Tt-

_ x 
x~~e 

5 
8 = — 

£ 

Pk(Ti -

Ta 

Ta)t 

pL£2 

The physical parameter e is a qualitative measure of the ratio of sen­
sible heat to latent heat, L. Let the dimensionless interface speed 
be 

(8) 

In the following analysis, an additional simplification will now be 
employed. For the first approximation, assume that the temperature 
difference are sufficiently small such that T4 may be expressed as a 
linear function of temperature, thus 

Substituting equations (7-9) into equations (1-6), changing variables 
(t,x) —• (s,x) yields 

d2u _ du 

dx2 ds 

u{s, x = s) = ui 

du 

dx l i -o 
= B0R(us - ua 

_ l_du I 

P dx lx=s 

(10) 

(11) 

(12) 

du I 

dx \x=i 

(13) 

(14) 

",(0) = u,- (15) 

where B0 is the Biot number and R = 4Huas/B0 +1,H = oFTii£/k 
(1 — Ta/Ti)s. The solution to equation (10) can be written in general 
as 

u = u(s,x;t) g=g(s;e) (16) 

The perturbation series can be obtained by expanding u and g on t 
in Taylor series about e = 0, thus 

u(s, x; e) = uo(s, x) + eu\(s, x) + e2U2(s, x) + . :. 

and 

g(s; e) = g0(s) + tgi(s) + e2g2(s) + . (17) 

Substituting equation (17) into equations (10-15) and equating 
coefficients of like powers of e yields 

dx iv 2 

0 

J duj-k 
. Z gk-i—— VA=I ds 

j = 0 

J S I 

Uj(s, X = s) 

duj I _ 

dx \x=o [BQRUJ 

1 du; I 

' P dx \x 

du 

ut j = 0 

0 ; > 1 

BoR(uOls-ua) ;' = 0 
(18) 

Sj 

dx l i = i 
= 0 

J i 0 

; = o 

T 4 ^ 4 T a
3 T - 3 T a

4 (9) The zero-order solution to the linear system equation (18) is 

. . N o m e n c l a t u r e . 

Cp = specific heat of material at constant 
pressure 

F = over-all radiation shape factor 
h — heat transfer coefficient 
k = thermal conductivity 
t = thickness of the slab 
L = latent heat 
T - absolute temperature in solid or liquid 
T{ = initial temperature 
T„ = ambient temperature 
Te = environment temperature 
Ts = surface temperature 
t = time 
x = dimensional space coordinate 

a = thermal diffusivity of material, k/pCp 

a = Stefan-Boltzmann constant 
P = density 
& = position of solid-liquid interface 
B = L/CpTi for solidification 

= L/CpTa for melting 
Bo = Biot number, h£/k 
g = normalized freezing or melting front 

speed, ds/dr 
H' = radiation parameter for solidification, 

oFTiHIk 
= radiation parameter for melting, 
<jFTa

3eih 
H = H'(l - TJTi)3 for solidification 

= H'(l - Ti/Ta)
3 for melting 

P = 1 for solidification 
= - 1 for melting 

s = normalized solidification or melting dis­
tance, S/£ 

Ua = TJTi for solidification 
= Ta/Te for melting 

u = normalized temperature, PT/(Tj — 
_ Ta) 
x = normalized space coordinate, x/£ 
T = normalized time, Pk(Ti - Ta)t,/PL£2 

T' = rh = at/£2 

e = perturbation parameter, PCP(T; — 
Ta)IL 
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The second-order solution is 
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The temperature distribution can be expressed as 

u(s, x;, t) - UQ + tu\ + e2U2 

The surface temperature is 

u(s, 0; e) = u0jS + e«i,s + e2u2,s 

The speed of the moving boundary is 

(22) 

(23) 

\ go go/ go go' 

Equation (24) can be inverted and integrated to give 
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1 D l „ 16 1 T 40 

8s2 + s 
' 360 I Soft (B0ft)2 L (1 + Bofts)4 

e2 D 

p : 

- ,, (25) 
(1 +Softs)3 (1 + Bofts) 

As expressed in equation (9), both equations (22) and (24) hold only 
for small temperature difference. In order to improve the accuracy 
and extending the present analysis to include moderate temperature 
difference, equation (9) has to be modified. This is accomplished by 
expanding T4 in a Taylor series about Ta and including the second-

order term 

T4 _ Ta4 » 4TaHT - Ta) + 6Ta
2(T - Ta)

2 + . (26) 

Substituting equation (26) into equation (3) and following the similar 
procedures, solutions for u and s up to the first-order are obtained, 
thus 

u = ua + euy 

2Gs 
— X + Ui 

y i - > 2 
2Gs 

1/2 e yi - y2
1 / 2 

P 2Gs2 

y2-1 / 2(yi + y2) - (l + yi) _ , l 

12G.,E 

- y i y 2 ~ 1 / 2 - , 
AGs2 

[ ( 2 - y i ) + (y2 -2y 1 )y 2 - ^ 2 ] r ( y 2
1 / 2 - l ) 

12Gy2
1/2] L 

x + l 

us - Uo,s + e«i,s 

yi - y2
1 / 2 f t + I j 2 _ - yi) + y2"1 / 2(y2 - 2yi)] 

2Gs 

Jo go L g0J 

8GP 

12Gsy. 

6 (2as + 6) 
s z + s + 

,1/2 

(27) 

(28) 

8a ;W 
4c 14 4a 

2v /ay^ + 2as + 6\ 

y2 

( IS' + - — 
3 2 2 v ^ + o / 4 a 

2a a 2a v a \ 

b 1 „ / b - V - A o + 

2 o V - A \b + V=A o + 

2v ay2 + 2as + b 

b - V^A b+2as + V ^ A 

2as — d\ (29a) 

for solidification case and 

8GP 

6 2 - 4 a U 

b (2as + b) 
s' + s + 

8aV^ s( sinlr 

4a 

, 2as + b 

V A 
2 l 

y2 

Binh-! * ) _ A | 
VA/ 4a J 

+ ̂ | 7 + f ^ y 2 + -y21/2 

3 12 2a a 
b 2 I 

r= ( t an" 1 

2a VA \ 

p:(sinh_ 1 

2a V7i 

2as + b 

VA 

2as + b 

1 b \ • tan"1—=:) 
VA/ 

s i n h - 1 — = ) [ 
A / A / a J 

(296) 

for melting case, where 

r = 4i^3+12u„2B> + — 
H 

G = 6BT!/„2 

a = H2r2 ~ 4HDGr + 4D2G2 

b = 2rH 

b 
y! = - s + l 

y2 = as2 + bs + 1 

A = 4a - 62 

The above analysis shows that the complicated phase change 
problem involving radiative and convective cooling (or heating) can 
be solved by using the perturbation method. Different approximate 
procedures are taken in treating the radiative term. The temperature 
distributions as well as the interface position and the surface tem­
perature variations can be expressed in analytical forms. Evaluation 
of these quantities are straight forward and much simpler as compared 
to other approaches involving numerical integration. 

98 / VOL 101, FEBRUARY 1979 Transactions of the ASME 

Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Results and Discussion 
In this section, comparison between the present study and the ex­

isting solutions on solidification are presented. At small temperature 
difference, Ua = 0.75. Fig. 2 shows the variation of freezing front with 
time for different values of the perturbation parameter, c. Both the 
radiation parameter and Biot's number are taken as unity. For small 
values of e, the modified perturbation solution, equation (29a), 
coincides with the result from the variational method utilizing nu­
merical integration [15]. Even at the limiting situation when e equals 
to unity, the difference is still small. The solidification rate can be 
easily evaluated from the slope of the curves. The total solidification 
time can also be found in Fig. 2 at s equals to unity. As compared to 
the numerical integration involved in the variational method, the 
present analysis requires much less computer time in evaluating the 
freezing front location. To simulated a phase change problem, the 
perturbation method usually requires only one tenth of the compu­
tational time as compared to the variational method. Fig. 3 shows that 
the surface temperature gradually decreases from unity as time in­

creases. The difference between the present analysis and the varia­
tional method increases slightly with c At moderate temperature 
difference, Ua = 0.50, Fig. 4 shows close agreement between equation 
(29a) and the results from the variational method. However, apparent 
difference is observed when equation (25) is used. This is due to the 
limitation on linearization of the radiation term, equation (9). Fig. 
5 shows that for moderate e the difference between these two methods 
gradually decreases at later stage of the solidification process. As 
compared to other numerical results, Fig. 6 shows that equation (29a) 
is still applicable even at relatively large temperature difference, Ua 

= 0.25. It also indicates that apparent improvement in accuracy is 
achieved by including terms up to the quadratic one in series expan­
sion of the radiative term (equation (29a) versus equation (25)). 
However, the problem will become too complicated to handle ana­
lytically if higher order terms in the series are included. At Ua - 0.25, 
Fig. 7 shows that the surface temperature difference between the 
present analysis and the numerical results of [15] is about ten per­
cent. 
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Fig. 2 Normalized interface position versus time 
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Conclusion 
Approx imate analyt ical solut ions for t h e phase change p r o b l e m 

involving radiative and convective boundary condition are presented. 

B o t h t h e t e m p e r a t u r e d i s t r ibu t ions and t h e interface posi t ion are 

ob ta ined by approx ima t ing t h e radia t ion t e r m wi th a Tay lor series 

expansion. P e r t u r b a t i o n m e t h o d is t h e n used in solving t h e one-

dimensional hea t conduct ion problem. F o r small and m o d e r a t e 

t e m p e r a t u r e differences, close ag reemen t is observed be tween t h e 

p re sen t analysis and t h e exist ing numer ica l solut ions while a con­

s iderable saving in compu te r t ime is achieved by t h e p e r t u r b a t i o n 

method. At relatively large t empera tu re difference results show t h a t 

pe r tu rba t i on m e t h o d is still appl icable for prac t ica l purpose . W h e n 

initial t empera tu re differs from the fusion t empera tu re , t h e p rob lem 

becomes much more complicated as compared to the present one. T h e 

possibil i ty of ex tend ing t h e pe r tu rba t i on t echn ique t o inc lude t h a t 

case is now u n d e r invest igat ion. 
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Selected Ordinates for Total Solar 
Radiant Property Etaluation from 
Spectral Data 
Total radiant properties of materials at the earth's surface are a function of the condition 
and type of atmosphere traversed by the sun's energy. Therefore, the solar irradiation at 
the earth's surface has been reexamined using the latest atmospheric data. Based on these 
calculations a new and expanded set of selected ordinates was calculated. These ordinates 
are used to evaluate the total solar transmittance, or other properties, for a wide variety 
of atmospheric conditions, from the spectral data. 

Introduction 

The evaluation of the absorptance or transmittance of solar col­
lector glazing materials requires a knowledge of the spectral charac­
teristics of the solar irradiation (insolation). Since this is normally at 
the earth's surface, the insolation must be evaluated after the sun's 
rays have passed through varying amounts and types of atmosphere. 
Since the paper by Olson [1] was written, the characteristics of the 
insolation outside the earth's atmosphere has been refined by The-
kaekara [2]. A large and expanding data base on absorption and 
scattering coefficients for the atmosphere has been and is being col­
lected by the Air Force-Cambridge Research Laboratories [3]. With 
these new data available, a new and expanded set of selected ordinates 
for use in evaluating transmittance was prepared. 

Selected Ordinate Procedure 
The normal method of evaluating the total transmittance for ma­

terial from spectral transmittance property data is shown in equation 
(1). 

Jxi 
Gx rxdX 

(1) 

GxdX 

where G\ is the spectral solar irradiation, T\ is the spectral trans­
mittance, Xi is the shortest wavelength of the solar irradiation, X2 is 
the longest wavelength of the solar irradiation. 

If equation (1) were to be evaluated rigorously, the continuous 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division June 
29,1978. 

values of the spectral solar irradiation and material spectral trans­
mittance would be required. This is normally not available so the 
evaluation is made by the approximation of equation (2). 

£ GAX; TAX; AX; 

N 
£ GAXi AX; 
! = 1 

(2) 

where G AX* is the average value of the spectral solar irradiation in the 
wavelength interval X to X + AX;, TAX,- is the average transmittance in 
this wavelength interval. 

Evaluation of equation (2) is much simpler if the wavelength in­
tervals are properly chosen. In the selected ordinates method [1] the 
intervals are chosen such that (GAX,- AX;) values are all equal, i.e., GAXI 
AXI = GAX2 AX2 = ••• = GAX„ AX„. If this is done, equation (2) be­
comes, 

N 
T. TAX, 

;=i 

N 

(3) 

Thus, if TAX; is assumed to be the average value of the spectral 
transmittance in the wavelength interval Ax;, the transmittance is 
easily determined. 

Method. Solar collector evaluations require the solar transmit­
tance for the entire day. This implies the need for insolation at the 
collector location for zenith angles from 0 to 90 deg with varying types 
of atmosphere. Insolation outside of the atmosphere has been re­
evaluated in recent years resulting in some changes in the spectral 
distribution [2]. The NASA standard solar spectral insolation curve 
for the solar insolation outside of the earth's atmosphere was used in 
this work. The detailed structure presented by Thekaekara [2], which 
integrates to a solar constant value of 1353 W/m2, was used. 

To determine the insolation after passing through the atmosphere, 
the work of Selby, et al. [4] as presented in a computer program 
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Table 1 20 equal energy bands—U.S. Standard atmosphere rural aerosol 
model 

V i s i b i l i t y 
(.Km) 

23 

23 

5 

Elevation 
above 

sea level 
(Km) 

0 

1.5 

0 

Energy 
band 

number 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

1 
2 
3 
4 
5 
6 
7 
3 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

Zenith Angle of Sun 

0° 60° 75° 
Abscissa Abscissa Abscissa Abscissa. Abscissa Abscissa 

Range Midpoint Range Midpoint Range Midpoint 
Um ym lim ym \m Um 

0.300-0.409 0.374 0.300-0.438 0.405 0.300-0.480 0.446 
0.409-0.453 0.432 0.438-0.482 0.461 0.480-0.535 0.508 
0.453-0.487 0.470 0.482-0.522 0.502 0.535-0.585 0.561 
0.487-0.522 0.504 0.522-0.561 0.541 0.585-0.631 0.609 
0.522-0.558 0.540 0.561-0.601 0.582 0.631-0.671 0.653 
0.558-0.594 0.577 0.601-0.639 0.620 0.671-0.711 0.691 
0.594-0.632 0.612 0.639-0.677 0.658 0.711-0.753 0.733 
0.632-0.670 0.651 0.677-0.716 0.695 0.753-0.797 0.777 
0.670-0.710 0.689 0.716-0.759 0.736 0.797-0.839 0.816 
0.710-0.752 0.732 0.759-0.805 0.783 0.839-0.880 0.862 
0.752-0.802 0.778 0.805-0.853 0.829 0.880-0.940 0.905 
0.802-0.854 0.827 0.853-0.902 0.877 0.940-1.010 0.983 
0.854-0.909 0.881 0.902-0.982 0.932 1.010-1.058 1.031 
0.909-0.994 0.954 0.982-1.041 1.012 1.058-1.115 1.087 
0.994-1.063 1.025 1.041-1.108 1.071 1.115-1.219 1.183 
1.063-1.173 1.103 1.108-1.217 1.178 1.219-1.290 1.251 
1.173-1.277 1.220 1.217-1.321 1.264 1.290-1.562 1.494 
1.277-1.564 1.451 1.321-1.617 1.535 1.562-1.682 1.613 
1.564-1.948 1.662 1.617-2.041 1.695 1.682-2.142 1.765 
1.948-5.000 2.283 2.041-5.000 2.288 2.142-5.000 2.323 

0.300-0.402 0.366 0.300-0.421 0.389 0.300-0.453 0.420 
0.402-0.444 0.424 0.421-0.465 0.446 0.453-0.499 0.477 
0.444-0.478 0.461 0.465-0.501 0.483 0.499-0.541 0.520 
0.478-0.510 0.494 0.501-0.537 0.519 0.541-0.583 0.562 
0.510-0.546 0.528 0.537-0.574 0.556 0.583-0.624 0.603 
0.546-0.582 0.563 0.574-0.611 0.592 0.624-0.662 0.644 
0.582-0.618 0.600 0.611-0.650 0.631 0.662-0.701 0.682 
0.618-0.656 0.637 0.650-0.688 0.669 0.701-0.740 0.720 
0.656-0.697 0.676 0.688-0.728 0.708 0.740-0.784 0.761 
0.697-0.740 0.718 0.728-0.776 0.750 0.784-0.829 0.806 
0.740-0.791 0.767 0.776-0.821 0.798 0.829-0.873 0.851 
0.791-0.842 0.815 0.821-0.874 0.846 0.873-0.925 0.897 
0.842-0.900 0.870 0.874-0.929 0.900 0.925-1.002 0.972 
0.900-0.980 0.936 0.929-1.009 0.978 1.002-1.058 1.027 
0.980-1.055 1.016 1.009-1.079 1.043 1.058-1.142 1.092 
1.055-1.159 1.096 1.079-1.190 1.126 1.142-1.232 1.196 
1.159-1.275 1.211 1.190-1.289 1.235 1.232-1.345 1.281 
1.275-1.549 1.371 1.289-1.581 1.486 1.345-1.627 1.552 
1.549-1.892 1.656 1.581-1.990 1.673 1.627-2-059 1.708 
1.892-5.000 2.291 1.990-5.000 2.292 2.059-5.000 2.299 

0.300-0.434 0.399 0.300-0.489 0.448 0.300-0.606 0.540 
0.434-0.483 0.461 0.489-0.555 0.523 0.606-0.689 0.652 
0.483-0.527 0.505 0.555-0.612 0.583 0.689-0.755 0.723 
0.527-0.571 0.549 0.612-0.662 0.638 0.755-0.813 0.789 
0.571-0.611 0.592 0.662-0.708 0.684 0.813-0.868 0.842 
.0.611-0.653 0.632 0.708-0.753 0.732 0.868-0.918 0.890 
0.653-0.695 0.675 0.753-0.803 0.781 0.918-0.994 0.970 
0.695-0.738 0.716 0.803-0.852 0.827 0.994-1.041 1.017 
0.738-0.785 0.761 0.852-0.897 0.874 1.041-1.086 1.063 
0.785-0.834 0.810 0.897-0.970 0.923 1.086-1.172 1.110 
0.834-0.884 0.860 0.970-1.022 0.998 1.172-1.223 1.196 
0.884-0.952 0.911 1.022-1.075 1.047 1.223-1.276 1.253 
0.952-1.017 0.987 1.075-1.163 1.099 1.276-1.498 1.306 
1.017-1.081 1.050 1.163-1.226 1.194 1.498-1.571 1.534 
1.081-1.179 1.119 1.226-1.301 1.259 1.571-1.637 1.598 
1.179-1.271 1.224 1.301-1.547 1.480 1.637-1.701 1.669 
1.271-1.522 1.324 1.547-1.647 1.595 1.701-2.017 1.752 
1.522-1.668 1.587 1.647-1.782 1.702 2.017-2.190 2.113 
1.668-2.143 1.771 1.782-2.261 2.112 2.190-2.350 2.270 
2.143-5.000 2.375 2.261-5.000 2.458 2.350-5.000 3.527 
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Table 2 20 equal energy bands—U.S. Standard atmosphere urban aerosol 
model 

Visibility 
(Km) 

23 

23 

5 

Elevation 
above 

sea level 
(Km) 

0 

1.5 

0 

Energy 
band 
number 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

Zenith Angle of Sun 

0° 60° 75° 
Abscissa Abscissa Abscissa Abscissa Abscissa Abscissa 
Range Midpoint Range Midpoint Range Midpoint 
Urn um ym pm \m \m 

0.300-0.408 0.372 0.300-0.434 0.402 0.300-0.475 0.441 
0.408-0.451 0.431 0.434-0.479 0.458 0.475-0.528 0.502 
0.451-0.485 0.469 0.479-0.517 0.498 0.528-0.576 0.552 
0.485-0.520 0.502 0.517-0.557 0.537 0.576-0.622 0.599 
0.520-0.555 0.537 0.557-0.595 0.576 0.622-0.663 0.642 
0.555-0.592 0.573 0.595-0.633 0.614 0.663-0.700 0.681 
0.592-0.628 0.609 0.633-0.670 0.652 0.700-0.743 0.721 
0.628-0.667 0.646 0.670-0.710 0.690 0.743-0.787 0.766 
0.667-0.706 0.685- 0.710-0.752 0.730 0.787-0.828 0.866 
0.706-0.749 0.728 0.752-0.799 0.775 0.828-0.872 0.851 
0.749-0.798 0.774 0.799-0.845 0.820 0.872-0.920 0.894 
0.798-0.849 0.823 0.845-0.894 0.869 0.920-1.000 0.972 
0.849-0.907 0.876 0.894-0.975 0.923 1.000-1.050 1.024 
0.907-0.987 6.947 0.975-i.035 1.003 1.050-1.102 1.073 
0.987-1.058 1.021 1.035-1.101 1.064 1.102-1.205 1.171 
1.058-1.167 1.098 1.101-1,212 1.170 1.205-1.280 1.242 
1.167-1.275 1.218 1.212-1.310 1.258 1.280-1.552 1.346 
1.275-1.559 1.417 1.310-1.603 1.532 1.552-1.667 1.603 
1.559-1.816 1.666 1.603-2.049 1.689 1.667-2.131 1.750 
1.816-5.000 2.265 2.049-5.000 2.292 2.131-5.000 2.305 

0.300-0.400 0.365 0.300-0.420 0.388 0.300-0.451 0.418 
0.400-0.444 0.422 0.420-0.464 0.444 0.451-0.496 0.475 
0.444-0.476 0.460 0.464-0.499 0.481 0.496-0.537 0.517 
0.476-0.509 0.493 0.499-0.534 0.517 0.537-0.579 0.559 
0.509-0.544 0.527 0.534-0.572 0.554 0.579-0.619 0.599 
0.544-0.581 0.562 0.572-0.610 0.591 0.619-0.658 0.639 
0.581-0.617 0.599 0.610-0.648 0.627 0.658-0.696 0.677 
0.617-0.655 0.636 0.648-0.686 0.666 0.696-0.736 0.715 
0.655-0.695 0.676 0.686-0.725 0.705 0.736-0.779 0.754 
0.695-0.739 0.716 0.725-0.772 0.747 0.779-0.824 0.80L 
0.739-0.788 0.763 0.772-0.820 0.794 0.824-0.869 0.845 
0.788-0.841 0.814 0.820-0.868 0.844 0.869-0.921 0.892 
0.841-0.898 0.869 0.868-0.927 0.897 0.921-0.995 0.964 
0.898-0.975 0.932 0.927-1.004 0.974 0.995-1.055 1.024 
0.975-1.052 1.014 1.004-1.077 1.037 1.055-1.130 1.082 
1.052-1.156 1.093 1.077-1.182 1.118 1.130-1.231 1.190 
1.156-1.270 1.213 1.182-1.286 1.232 1.231-1.334 1.273 
1.270-1.551 1.349 1.286-1.575 1.477 1.334-1.621 1.547 
1.551-1.834 1.658 1.575-1.981 1.676 1.621-2.050 1.701 
1.834-5.000 2.292 1.981-5.000 2.273 2.050-5.000 2.302 

0.300-0.427 0.392 0.300-0.477 0.439 0.300-0.580 0.519 
0.427-0.477 0.454 0.477-0.538 0.509 0.580-0.666 0.628 
0.477-0.519 0.497 0.538-0.593 0.567 0.666-0.728 0.696 
0.519-0.560 0.539 0.593-0.643 0.619 0.728-0.790 0.757 
0.560-0.601 0.581 0.643-0.689 0.666 0.790-0.842 0.815 
0.601-0.642 0.621 0.689-0.735 0.710 0.842-0.891 0.865 
0.642-0.682 0.663 0.735-0.783 0.757 0.891-0.967 0.919 
0.682-0.725 0.704 0.783-0.829 0.806 0.967-1.017 0.995 
0.725-0.773 0.748 0.829-0.876 0.854 1.017-1.062 1.040 
0.773-0.820 0.797 0.876-0.928 0.902 1.062-1.113 1.085 
0.820-0.872 0.847 0.928-1.003 0.975 1.113-1.204 1.174 
0.872-0.929 0.899 1.003-1.057 1.027 1.204-1.254 1.231 
0.929-1.005 0.974 1.057-1.112 1.084 1.254-1.320 1.283 
1.005-1.070 1.037 1.112-1.209 1.174 1.320-1.551 1.519 
1.070-1.166 1.106 1.209-1.279 1.246 1.551-1.623 1.587 
1.166-1.258 1.213 1.279-1.527 1.331 1.623-1.693 1.652 
1.258-1.510 1.312 1.527-1.630 1.573 1.693-1.979 1.731 
1.510-1.657 1.580 1.630-1.761 1.693 1.979-2.177 2.107 
1.657-2.135 1.757 1.761-2.248 2.108 2.177-2.367 2.271 
2.135-5.000 2.380 2.248-5.000 2.459 2.367-5.000 3.596 
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Table 3 20 equal energy bands—tropical atmosphere rural aerosol 
model 

V i s i b i l i t y 
(Km) 

23 

23 

5 

E l e v a t i o n 
above 

aea l e v e l 
(Km) 

0 

1.5 

0 

_.._ — _ 

Energy 
band 

number 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

Z e n i t h Ang le of Sun 

0° 60° 75° 
A b s c i s s a A b s c i s s a A b s c i s s a A b s c i s s a A b s c i s s a A b s c i s s a 

Range Midpo in t Range M i d p o i n t Range Midpo in t 
Urn ym ym ym ym . ym 

0 . 3 0 0 - 0 . 4 0 7 0 . 3 7 1 0 . 3 0 0 - 0 . 4 3 4 0 . 4 0 3 0 . 3 0 0 - 0 . 4 7 6 0 .443 
0 . 4 0 7 - 0 . 4 5 0 0 . 4 2 9 0 . 4 3 4 - 0 . 4 7 9 0 . 4 5 9 0 . 4 7 6 - 0 . 5 2 9 0 .504 
0 . 4 5 0 - 0 . 4 8 3 0 . 4 6 6 0 . 4 7 9 - 0 . 5 1 6 0 . 4 9 8 0 . 5 2 9 - 0 . 5 7 5 0 .552 
0 . 4 8 3 - 0 . 5 1 6 0 . S 0 0 0 . 5 1 6 - 0 . 5 5 4 0 . 5 3 5 0 . 5 7 5 - 0 . 6 1 7 0 . 5 9 6 
0 . 5 1 6 - 0 . 5 5 0 0 . 5 3 3 0 . 5 5 4 - 0 . 5 9 1 0 . 5 7 2 0 . 6 1 7 - 0 . 6 5 7 0 . 6 3 8 
0 . 5 5 0 - 0 . 5 8 6 0 . 5 6 8 0 . 5 9 1 - 0 . 6 2 7 0 . 6 0 9 0 . 6 5 7 - 0 . 6 9 3 0 .674 
0 . 5 8 6 - 0 . 6 2 1 0 .603 0 . 6 2 7 - 0 . 6 6 3 0 . 6 4 5 0 . 6 9 3 - 0 . 7 3 4 0 . 7 1 0 
0 . 6 2 1 - 0 . 6 5 7 0 .638 0 . 6 6 3 - 0 . 6 9 9 0 . 6 8 1 0 . 7 3 4 - 0 . 7 7 5 0 .752 
0 . 6 5 7 - 0 . 6 9 4 0 . 6 7 5 0 . 6 9 9 - 0 . 7 4 0 0 . 7 1 8 0 . 7 7 5 - 0 . 8 1 3 0 .794 
0 . 6 9 4 - 0 . 7 3 7 0 .714 0 . 7 4 0 - 0 . 7 8 5 0 . 7 5 9 0 . 8 1 3 - 0 . 8 5 8 0 . 8 4 0 
0 . 7 3 7 - 0 . 7 8 3 0 . 7 5 6 0 . 7 8 5 - 0 . 8 3 1 0 . 8 0 4 0 . 8 5 8 - 0 . 9 0 2 0 .877 
0 . 7 8 3 - 0 . 8 3 3 0 . 8 0 6 0 . 8 3 1 - 0 . 8 7 4 0 . 8 5 2 0 . 9 0 2 - 0 . 9 9 4 0 . 9 4 0 
0 . 8 3 3 - 0 . 8 8 4 0 . 8 5 9 0 . 8 7 4 - 0 . 9 4 0 0 . 8 9 9 0 . 9 9 4 - 1 . 0 3 9 1.015 
0 . 8 8 4 - 0 . 9 6 9 0 . 9 1 5 0 . 9 4 0 - 1 . 0 1 9 0 . 9 9 0 1 . 0 3 9 - 1 . 0 8 9 1.063 
0 . 9 6 9 - 1 . 0 3 8 1.005 1 . 0 1 9 - 1 . 0 7 8 1 .050 1 . 0 8 9 - 1 . 1 9 9 1.154 
1 . 0 3 8 - 1 . 1 1 8 1.074 1 . 0 7 8 - 1 . 1 9 9 1.117 1 . 1 9 9 - 1 . 2 6 0 1.226 
1 . 1 1 8 - 1 . 2 4 4 1.199 1 . 1 9 9 - 1 . 2 8 5 1 .235 1 . 2 6 0 - 1 . 5 4 3 1.301 
1 . 2 4 4 - 1 . 5 4 7 1.303 1 . 2 8 5 - 1 . 5 9 1 1 .518 1 . 5 4 3 - 1 . 6 4 6 1.588 
1 . 5 4 7 - 1 . 7 4 9 1.638 1 . 5 9 1 - 1 . 7 9 1 1.672 1 . 6 4 6 - 2 . 0 9 9 1.715 
1 . 7 4 9 - 5 . 0 0 0 2 .217 1 . 7 9 1 - 5 . 0 0 0 2 . 2 4 0 2 . 0 9 9 - 5 . 0 0 0 2 . 2 5 3 

0 . 3 0 0 - 0 . 4 0 0 0 .364 0 . 3 0 0 - 0 . 4 2 0 0 . 3 8 8 0 . 3 0 0 - 0 . 4 5 1 0 . 4 1 9 
0 . 4 0 0 - 0 . 4 4 2 0 . 4 2 1 0 . 4 2 0 - 0 . 4 6 3 0 . 4 4 4 0 . 4 5 1 - 0 . 4 9 6 0 .474 
0 . 4 4 2 - 0 . 4 7 5 0 . 4 5 9 0 . 4 6 3 - 0 . 4 9 7 0 . 4 8 0 0 . 4 9 6 - 0 . 5 3 6 0 .516 
0 . 4 7 5 - 0 . 5 0 7 0 . 4 9 0 0 . 4 9 7 - 0 . 5 3 2 0 . 5 1 5 0 . 5 3 6 - 0 . 5 7 6 0 .556 
0 . 5 0 7 - 0 . 5 4 1 0 . 5 2 3 0 . 5 3 2 - 0 . 5 6 8 0 . 5 5 0 0 . 5 7 6 - 0 . 6 1 3 0 .594 
0 . 5 4 1 - 0 . 5 7 5 0 .557 0 . 5 6 8 - 0 . 6 0 2 0 . 5 8 5 0 . 6 1 3 - 0 . 6 4 9 0 . 6 3 2 
0 . 5 7 5 - 0 . 6 1 0 0 . 5 9 2 0 . 6 0 2 - 0 . 6 3 9 0 . 6 2 0 0 . 6 4 9 - 0 . 6 8 5 0 . 6 6 8 
0 . 6 1 0 - 0 . 6 4 6 0 .627 0 . 6 3 9 - 0 . 6 7 5 0 . 6 5 8 0 . 6 8 5 - 0 . 7 2 3 0 . 7 0 4 
0 . 6 4 6 - 0 . 6 8 4 0 . 6 6 5 0 . 6 7 5 - 0 . 7 1 4 0 . 6 9 4 0 . 7 2 3 - 0 . 7 6 6 0 . 7 4 3 
0 . 6 8 4 - 0 . 7 2 6 0 . 7 0 5 0 . 7 1 4 - 0 . 7 5 6 0 . 7 3 4 0 . 7 6 6 - 0 . 8 0 8 0 .787 
0 . 7 2 6 - 0 . 7 7 5 0 .749 0 . 7 5 6 - 0 . 8 0 1 0 . 7 8 1 0 . 8 0 8 - 0 . 8 5 2 0 . 8 3 0 
0 . 7 7 5 - 0 . 8 2 2 0 . 7 9 8 0 . 8 0 1 - 0 . 8 5 3 0 . 8 2 7 0 . 8 5 2 - 0 . 8 9 6 0 . 8 7 6 
O .822-0 ;877 0 . 8 5 1 0 . 8 5 3 - 0 . 9 0 5 0 . 8 7 6 0 . 8 9 6 - 0 . 9 8 4 0 .927 
0 . 8 7 7 - 0 . 9 5 6 0 . 9 1 1 0 . 9 0 5 - 0 . 9 9 1 0 . 9 4 6 0 . 9 8 4 - 1 . 0 3 9 1.008 
0 . 9 5 6 - 1 . 0 2 9 0 . 9 9 5 0 . 9 9 1 - 1 . 0 5 6 1.021 1 . 0 3 9 - 1 . 0 9 8 1.068 
1 . 0 2 9 - 1 . 1 1 2 1.069 1 . 0 5 6 - 1 . 1 6 4 1 .089 1 . 0 9 8 - 1 . 2 1 2 1.172 
1 . 1 1 2 - 1 . 2 4 1 1.189 1 . 1 6 4 - 1 . 2 6 0 1.212 1 . 2 1 2 - 1 . 2 9 6 1.251 
1 . 2 4 1 - 1 . 5 3 2 1.308 1 . 2 6 0 - 1 . 5 5 3 1 .328 1 . 2 9 6 - 1 . 5 9 9 1.532 
1 . 5 3 2 - 1 . 7 6 5 1.630 1 . 5 5 3 - 1 . 7 7 1 1 .646 1 . 5 9 9 - 1 . 9 9 9 1.682 
1 . 7 6 5 - 5 . 0 0 0 2 . 2 4 0 1 . 7 7 1 - 5 . 0 0 0 2 . 2 4 1 1 . 9 9 9 - 5 . 0 0 0 2 . 2 4 6 

0 . 3 0 0 - 0 . 4 3 1 0 . 3 9 6 0 . 3 0 0 - 0 . 4 8 4 0 . 4 4 5 0 . 3 0 0 - 0 . 5 9 3 0 . 5 3 3 
0 . 4 3 1 - 0 . 4 7 9 0 .457 0 . 4 8 4 - 0 . 5 4 6 0 . 5 1 7 0 . 5 9 3 - 0 . 6 7 3 0 . 6 3 8 
0 . 4 7 9 - 0 . 5 2 1 0 . 5 0 0 0 . 5 4 6 - 0 . 6 0 0 0 . 5 7 5 0 . 6 7 3 - 0 . 7 3 8 0 . 7 0 5 
0 . 5 2 1 - 0 . 5 6 2 0 . 5 4 1 0 . 6 0 0 - 0 . 6 4 7 0 . 6 2 4 0 . 7 3 8 - 0 . 7 9 4 0 . 7 7 0 
0 . 5 6 2 - 0 . 6 0 2 0 .583 0 . 6 4 7 - 0 . 6 9 1 0 . 6 7 0 0 . 7 9 4 - 0 . 8 4 8 0 . 8 2 2 
0 . 6 0 2 - 0 . 6 4 0 0 .622 0 . 6 9 1 - 0 . 7 3 7 0 . 7 1 3 0 . 8 4 8 - 0 . 8 9 2 0 . 8 7 1 
0 . 6 4 0 - 0 . 6 7 9 0 .661 0 . 7 3 7 - 0 . 7 8 3 0 . 7 5 9 0 . 8 9 2 - 0 . 9 8 4 0 . 9 2 1 
0 . 6 7 9 - 0 . 7 2 1 0 . 7 0 0 0 . 7 8 3 - 0 . 8 2 8 0 . 8 0 5 0 . 9 8 4 - 1 . 0 2 6 1.005 
0 . 7 2 1 - 0 . 7 6 7 0 .744 0 . 8 2 8 - 0 . 8 7 1 0 . 8 5 1 1 . 0 2 6 - 1 . 0 6 8 1.044 
0 . 7 6 7 - 0 . 8 1 0 0 . 7 8 9 0 . 8 7 1 - 0 . 9 2 4 0 . 8 9 3 1 . 0 6 8 - 1 . 1 1 0 1.089 
0 . 8 1 0 - 0 . 8 6 1 0 . 8 3 9 0 . 9 2 4 - 1 . 0 0 2 0 . 9 7 7 1 . 1 1 0 - 1 . 2 0 7 1.184 
0 . 8 6 1 - 0 . 9 1 3 0 . 8 8 6 1 . 0 0 2 - 1 . 0 5 2 1 .028 1 . 2 0 7 - 1 . 2 5 0 1.231 
0 . 9 1 3 - 0 . 9 9 7 0 .964 1 . 0 5 2 - 1 . 1 0 3 1.077 1 . 2 5 0 - 1 . 3 0 6 1.276 
0 . 9 9 7 - 1 . 0 5 6 1.025 1 . 1 0 3 - 1 . 2 0 7 1 .176 1 . 3 0 6 - 1 . 5 5 7 1.529 
1 . 0 5 6 - 1 . 1 5 0 1.088 1 . 2 0 7 - 1 . 2 7 1 1 .236 1 . 5 5 7 - 1 . 6 0 8 1.578 
1 . 1 5 0 - 1 . 2 3 8 1.202 1 . 2 7 1 - 1 . 5 2 6 1.306 1 . 6 0 8 - 1 . 6 7 6 1.641 
1 . 2 3 8 - 1 . 4 9 5 1.288 1 . 5 2 6 - 1 . 6 1 9 1.577 1 . 6 7 6 - 1 . 7 6 6 1.709 
1 . 4 9 5 - 1 . 6 4 2 1.571 1 . 6 1 9 - 1 . 7 4 1 1.676 1 . 7 6 6 - 2 . 1 3 8 2 . 0 6 9 
1 . 6 4 2 - 2 . 0 9 9 1.727 1 . 7 4 1 - 2 . 2 1 2 2 . 0 7 1 2 . 1 3 8 - 2 . 3 0 3 2 . 2 1 4 
2 . 0 9 9 - 5 . 0 0 0 2 . 3 1 3 2 . 2 1 2 - 5 . 0 0 0 2 . 3 4 9 2 . 3 0 3 - 5 . 0 0 0 2 .452 
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Table 4 20 equal energy bands—sub-Arctic summer atmosphere rural 
aerosol model 

Visibility 
(Km) 

23 

23 

5 

Elevation 
above 

sea level 
(Km) 

0 

1.5 

0 

Energy 
band 
number 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

I 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

Zenith Angle of Sun 

0° 60° 75° 
Abscissa Abscissa Abscissa Abscissa Abscissa Abscissa 
Range Midpoint Range Midpoint Range Midpoint 
Um um ym ym ym urn 

0.300-0.408 0.373 0.300-0.437 0.405 0.300-0.478 0.444 
0.408-0.452 0.431 0.437-0.480 0.460 0.478-0.533 0.506 
0.452-0.486 0.469 0.480-0.520 0.500 0.533-0.582 0.558 
0.486-0.520 0.503 0.520-0.559 0.539 0.582-0.627 0.605 
0.520-0.555 0.537 0.559-0.597 0.578 0.627-0.667 0.647 
0.555-0.591 0.574 0.597-0.635 0.616 0.667-0.706 0.686 
0.591-0.628 0.609 0.635-0.672 0.654 0.706-0.747 0.726 
0.628-0.665 0.646 0.672-0.711 0.691 0.747-0.789 0.771 
0.665-0.705 0.684 0.711-0.753 0.731 0.789-0.832 0.810 
0.705-0.748 0.725 0.753-0.796 0.777 0.832-0.873 0.854 
0.748-0.796 0.774 0.796-0.846 0.820 0.873-0.924 0.895 
0.796-0.847 0.820 0.846-0.892 0.867 0.924-1.003 0.978 
0.847-0.902 0.874 0.892-0.974 0.922 1.003-1.052 1.025 
0.902-0.985 0.939 0.974-1.031 1.002 1.052-1.106 1.076 
0.985-1.054 1.020 1.031-1.099 1.062 1.106-1.208 1.178 
1.054-1.161 1.094 1.099-1.213 1.170 1.208-1.280 1.247 
1.161-1.263 1.212 1.213-1.303 1.255 1.280-1.549 1.455 
1.263-1.562 1.340 1.303-1.606 1.532 1.549-1.670 1.612 
1.562-1.792 1.651 1.606-2.028 1.684 1.670-2.122 1.745 
1.792-5.000 2.262 2.028-5.000 2.267 2.122-5.000 2.302 

0.300-0.401 0.365 0.300-0.421 0.389 0.300-0.452 0.419 
0.401-0.444 0.422 0.421-0.464 0.445 0.452-0.497 0.475 
0.444-0.476 0.460 0.464-0.499 0.481 0.497-0.538 0.518 
0.476-0.509 0.492 0.499-0.535 0.517 0.538-0.580 0.560 
0.509-0.543 0.526 0.535-0.572 0.554 0.580-0.621 0.601 
0.543-0.579 0.561 0.572-0.609 0.590 0.621-0.660 0.640 
0.579-0.615 0.597 0.609-0.647 0.628 0.660-0.696 0.677 
0.615-0.653 0.634 0.647-0.683 0.666 0.696-0.736 0.715 
0.653-0.693 0.672 0.683-0.725 0.702 0.736-0.780 0.755 
0.693-0.736 0.714 0.725-0.770 0.744 0.780-0.822 0.800 
0.736-0.784 0.758 0.770-0.815 0.792 0.822-0.865 0.844 
0.784-0.835 0.808 0.815-0.866 0.842 0.865-0.917 0.889 
0.835-0.892 0.862 0.866-0.922 0.893 0.917-0.996 0.962 
0.892-0.972 0.925 , 0.922-1.004 0.970 0.996-1.048 1.021 
0.972-1.045 1.007 1.004-1.069 1.033 1.048-1.114 1.081 
1.045-1.146 1.086 1.069-1.182 1.107 1.114-1.228 1.186 
1.146-1.261 1.203 1.182-1.281 1.227 1.228-1.323 1.272 
1.261-1.547 1.330 1.281-1.570 1.465 1.323-1.614 1.539 
1.547-1.787 1.645 1.570-1.816 1.662 1.614-2.044 1.697 
1.787-5.000 2.269 1.816-5.000 2.271 2.044-5.000 2.278 

0.300-0.433 0.398 0.300-0.487 0.447 0.300-0.601 0.537 
0.433-0.482 0.459 0.487-0.552 0.520 0.601-0.686 0.648 
0.482-0.525 0.503 0.552-0.607 0.580 0.686-0.749 0.717 
0.525-0.567 0.546 0.607-0.656 0.632 0.749-0.807 0.782 
0.567-0.609 0.588 0.656-0.701 0.680 0.807-0.862 0.837 
0.609-0.649 0.630 0.701-0.748 0.725 0.862-0.910 0.885 
0.649-0.690 0.670 0.748-0.795 0.775 0.910-0.991 0.961 
0.690-0.732 0.711 0.795-0.844 0.819 0.991-1.033 1.013 
0.732-0.779 0.755 0.844-0.887 0.866 1.033-1.079 1.055 
0.779-0.827 0.801 0.887-0.959 0.913 1.079-1.168 1.099 
0.827-0.876 0.853 0.959-1.016 0.992 1.168-1.218 1.191 
0.876-0.935 0.904 1.016-1.065 1.042 1.218-1.272 1.242 
0.935-1.008 0.978 1.065-1.144 1.089 1.272-1.481 1.298 
1.008-1.071 1.041 1.144-1.222 1.190 1.481-1.567 1.538 
1.071-1.171 1.108 1.222-1.286 1.250 1.567-1.624 1.595 
1.171-1.257 1.215 1.286-1.543 1.448 1.624-1.689 1.656 
1.257-1.511 1.306 1.543-1.635 1.583 1.689-1.988 1.742 
1.511-1.656 1.586 1.635-1.761 1.690 1.988-2.167 2.109 
1.656-2.123 1.749 1.761-2.239 2.109 2.167-2.331 2.245 
2.123-5.000 2.357 2.239-5.000 2.405 2.331-5.000 3.517 
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(LOWTRAN-3B) was used. Several atmosphere types are modeled 
in the Lowtran Computer Program. These are the 1962 Standard 
Atmosphere and five other climate types. Different visibilities, station 
elevations, air mass values and aerosol models may be considered with 
the program. In the use of the program the spectral detail of the at­
mosphere is represented by using 1568 wavelength intervals. Since 
the solar spectral irradiation tabulation of Thekaekara [2] has only 
152 ordinate values in the wavelength range of interest, (0.3 to 5 nm) 
the ordinate values were linearly interpolated between the tabulated 
values. 

The aerosol models available are "rural," "urban," "maritime," and 
"tropospheric." In this work the rural and urban aerosol models were 
used as being most representative of continental areas. These models 
are for the lower two kilometers of the atmosphere and consist of a 
specified aerosol size distribution which agreed with experimental 
data [7]. Prom the measurements the rural model was taken to consist 
of 70 percent water soluble material (ammonium and calcium sulfate 
and also organic compounds) and 30 percent dust like aerosols. The 
optical/IR properties of the aerosols was also taken to match measured 
values [7]. For the urban model the aerosol size distribution was taken 
to be the same as the rural model but the material was assumed to be 
35 percent sootlike material and 65 percent rural mixture material. 
Once again the refractive index of the soot was based on experimental 
data. 

In the troposphere above the two kilometer altitude the aerosol 
model was a general tropospheric model which was described as an 
extremely clear condition consisting of the rural model without the 
large particle component [7]. 

Results. Equal energy bands, i.e., (GAx, AX,), were calculated for 
twenty bands. These energy bands are delimited by a beginning and 
ending wavelength. Another wavelength of interest is the wavelength 
in each band which divides the total band energy into two parts. 
Values for these wavelengths are tabulated for several atmospheres, 
zenith angles, visibilities, and elevations in Tables 1-4. 

If additional spectral detail is required for the two extremes of the 
wavelength range, Table 5 may be used. The first and last energy 
bands for the U.S. Standard atmosphere, rural aerosol, 23 km visibility 
and U.S. Standard atmosphere, urban aerosol, 5 km visibility were 
divided into five separate equal energy subdivisions [8]. Using the 
average value of the spectral property as delimited by the five sub­
divisions for the first and last band results in additional spectral detail 
in these bands. 

In order to compare the results of this work to Olson's [1], the values 
of the wavelength intervals for equal solar band energy outside the 
earth's atmosphere are presented in Table 6. 

Finally, Table 7 presents the atmospheric total solar transmittance 
of several atmospheric models, visibilities, elevations and zenith angles 
which were calculated to compare the procedures used in the results 
obtained by Hottel [5]. 

Table 5 S band subdivision of energy bands 1 and 20—U.S. Standard at­
mosphere 

V i s i : 
O-i 

-

_ . . 
* 

___ 

l i t y E l e v a t i o n 
) a b o v e 

si;;i l e v e l 
<Km) 

0 

--____- ._ 

0 

E n e r g y 

number 

1-1 
1-2 
1-3 
1-4 
1-5 

20-1 
2 0 - 1 
2 0 - 3 
20 -4 
2 0 - 5 

1-1 
1-2 
1-3 
1-4 
1-5 

2 0 - 1 
20 -2 
2 0 - 3 
20 -4 
2 0 - 5 

0° 
A b s c i s s a 

Range 

0 . 3 0 0 - 0 . 3 4 4 
0 . 3 4 4 - 0 . 3 6 5 
0 . 3 6 5 - 0 . 3 8 2 
0 . 3 8 2 - 0 . 3 9 8 
0 . 3 9 8 - 0 . 4 0 9 
1 .948 -2 .094 
2 . 0 9 4 - 2 . 2 0 4 
2 . 2 0 4 - 2 . 3 4 2 
2 . 3 4 2 - 3 . 3 3 6 

_ _ 3 . 3 3 6 - 5 . 0 0 0 

0 . 3 0 0 - 0 . 3 5 5 
0 . 3 5 5 - 0 . 3 8 1 
0 .3B1-0 .4O2 
0 . 4 0 2 - 0 . 4 1 6 
0 . 4 1 6 - 0 . 4 2 7 
2 . 1 3 5 - 2 . 2 1 8 
2 . 2 1 8 - 2 . 3 0 6 
2 . 3 0 6 - 2 . 4 4 0 
2 . 4 4 0 - 3 . 6 1 2 

_ 3 . 6 1 2 - 5 . 0 0 0 

A b s c i s s a 
M i d p o i n t 

Urn 

0 . 3 3 2 
0 . 3 5 5 
0 .374 
0 . 3 9 0 
0 .404 
2 . 0 3 3 
2 . 1 4 9 
2 .283 
2 . 4 2 8 
3.8J2_ 

0 . 3 3 9 
0 .369 
0 .392 
0 . 4 0 9 
0 . 4 2 1 
2 . 1 6 8 
2 . 2 7 2 
2 . 3 8 0 
3 .137 
3 . 9 1 3 

Z e n i t h Angl 

60 
A b s c i s s a 

Range 

Rura l A e r o s o 

0 . 3 0 0 - 0 . 3 6 9 
0 . 3 6 9 - 0 . 3 9 6 
0 . 3 9 6 - 0 . 4 1 2 
0 . 4 1 2 - 0 . 4 2 5 
0 . 4 2 5 - 0 . 4 3 8 
2 . 0 4 1 - 2 . 1 3 9 
2 . 1 3 9 - 2 . 2 3 6 
2 . 2 3 6 - 2 . 3 3 8 
2 . 3 3 8 - 3 . 4 6 8 
3 . 4 6 8 - 5 . 0 0 0 

Urb;in A e r o s o 

0.30O-O.4OO 
0 . 4 0 0 - 0 . 4 2 7 
0 . 4 2 7 - 0 . 4 4 7 
0 . 4 4 7 - 0 . 4 6 3 
0 . 4 6 3 - 0 . 4 7 7 
2 . 2 4 8 - 2 . 3 1 0 
2 . 3 1 0 - 2 . 3 8 4 
2 . 3 8 4 - 3 . 2 4 9 
3 . 2 4 9 - 3 . 7 7 2 
3 . 7 7 2 - 5 . 0 0 0 

e of Sun 

A b s c i s s a 
M i d p o i n t 

1 Hod e l 

0 . 3 5 0 
0 . 3 8 3 
0 . 4 0 5 
0 . 4 1 9 
0 . 4 3 1 
2 . 0 9 3 
2 . 1 8 7 
2 . 2 8 8 
2 . 4 3 6 
3 . 7 9 1 

1 Model 

0 . 3 7 5 
0 . 4 1 5 
0 . 4 3 9 
0 . 4 5 5 
0 . 4 7 0 
2 . 2 7 9 
2 . 3 3 9 
2 . 4 5 9 
3 .594 
4 . 0 2 5 

75 
A b s c i s s a 

Range 

0 . 3 0 0 - 0 . 4 1 1 
0 . 4 1 1 - 0 . 4 3 6 
0 . 4 3 6 - 0 . 4 5 4 
0 . 4 5 4 - 0 . 4 6 8 
0 . 4 6 8 - 0 . 4 8 0 
2 . 1 4 2 - 2 . 2 0 7 
2 . 2 0 7 - 2 . 2 7 7 
2 . 2 7 7 - 2 . 3 6 3 
2 . 3 6 3 - 3 . 5 6 8 
3 . 5 6 8 - 5 . 0 0 0 

0 . 3 0 0 - 0 . 4 6 7 
0 . 4 6 7 - 0 . 5 0 4 
0 . 5 0 4 - 0 . 5 3 3 
0 . 5 3 3 - 0 . 5 5 8 
0 . 5 5 8 - 0 . 5 8 0 
2 . 3 6 7 - 2 . 4 3 7 
2 . 4 3 7 - 3 . 4 7 0 
3 . 4 7 0 - 3 . 6 9 5 
3 . 6 9 5 - 3 . 9 2 3 
3 . 9 2 3 - 5 . 0 0 0 

A b s c i s s a 
M i d p o i n t 

0 . 3 9 0 
0 . 4 2 3 
0 .446 
0 . 4 6 1 
0 .474 
2 . 1 6 6 
2 .251 
2 . 3 2 3 
2 . 4 4 2 
3 .821 

0 . 4 4 0 
0 .486 
0 .519 
0 .546 
0 .569 
2 . 3 8 5 
3 .013 
3 .596 
3 . 8 0 5 
4 . 0 9 0 

Table 6 20 equal energy bands outside atmosphere (Theakakara data 
[2]) 

Energy Band No. 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 

Abscissa Range 
((Jit) 

0.200 
0.356 
0.410 
0.449 
0.482 
0.516 
0.554 
0.593 
0.635 
0.680 
0.729 
0.785 
0.847 
0.920 
1.003 
1.105 
1.235 
1.411 
1.655 
2.153 

_ 
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-

0.356 
0.410 
0.449 
0.482 
0.516 
0.554 
0.593 
0.635 
0.680 
0.729 
0.785 
0.847 
0.920 
1.003 
1.105 
1.235 
1.411 
1.655 
2.153 
5.000 

Abscissa Midpoinc 
(Wo) 

0.324 
0.386 
0.430 
0.465 
0.499 
0.535 
0.573 
0.614 
0.657 
0.704 
0.756 
0.815 
0.883 
0.960 
1.051 
1.166 
1.316 
1.521 
1.841 
2.705 

Discussion of Results 
The quality of the results obtained depends on the application of 

data which is continually being refined. For example, the atmospheric 
transmission model used in this work was included in the computer 
program LOWTRAN-3B while the work presented by Hottel [5] used 
LOWTRAN-2. This change has caused small changes in the trans­
mittance values as shown in Table 7. Changes in LOWTRAN in model 
2 and model 3B were primarily in the model for aerosols or haze in the 
atmosphere. For this(reason, the most noticeable changes occurred 
when visibilities were less. If the visibility is 23 km at 1.5 km elevation, 
aerosols are not as important and the two procedures result in very 
nearly the same transmittance values. 

Comparison of the results in Table 6 with the values presented by 
Olson [1] are not as close as the previous comparison. It was assumed 
that this is not only due to the change in the solar spectral irradiation 
data but also due to the use of a different initial and final wavelength 
for the solar spectrum. In this work the solar spectrum was considered 
to be in the wavelength range 0.2 to 5.0 nm outside the earth's atmo­
sphere and 0.3 to 5.0 ;um inside the atmosphere. Initial and final se­
lected ordinates are changed by the choice of these ranges. 

Table 7 Total atmospheric transmittance—rural aerosol model 

Aerof . i l 
Modtl 

R u r a l 

V i s i ­
b i l i t y 

23 

23 

5 

E l e v a t i o n 
Km 

0 

1.5 

0 

Z e n i t h 
A n g l e 

0 

60 

75 

0 

60 

75 

0 

60 

75 

C l i m a t e Models 

U . S . 
S t a n d a r d 

0 . 6 4 1 3 * 
0 . 6 4 8 4 

0 . 4 7 6 4 * 
0 . 4 9 3 1 

0 . 2 9 7 3 * 
0 . 3 2 4 1 

0 . 7 4 6 5 * 
0 . 7 4 6 4 

0 . 6 2 3 2 * 
0 . 6 2 9 1 

0 . 4 7 0 4 * 
0 . 4 8 4 7 

0 . 4 0 7 7 * 
0 . 4 3 5 8 

0 . 2 0 5 9 * 
0 . 2 4 3 3 

0 . 0 7 0 8 * 
0 . 1 0 4 1 

T r o p i c a l 

0 . 6 1 9 4 * 
0 . 6 2 4 8 

0.4563* 
0 . 4 7 0 9 

0 . 2 8 1 4 * 
0 . 3 0 5 5 

0 . 7 2 5 3 

0 .6082 

0 . 4 6 5 1 

0 . 4 1 6 3 

0 . 2 2 8 2 

0 . 0 9 4 9 

Mid-
L a t i t u d e 

Summer 

0 . 6 2 6 0 * 
0 . 6 3 1 9 

0 . 4 6 1 8 * 
0 . 4 7 7 3 

0 . 2 8 5 7 * 
0 . 3 1 0 5 

0 . 7 3 2 4 

0 . 6 1 5 0 

0 . 4 7 1 1 

0 . 3 9 6 4 * 
0 . 4 2 2 3 

0 . 1 9 7 6 * 
0 . 2 3 2 8 

0 . 0 6 6 9 * 
0 . 0 9 7 6 

Mid-

W i n t e r 

0 . 6 5 0 3 * 
0 . 6 5 8 0 

0 . 4 8 3 9 * 
0 . 5 0 2 0 

0 . 3 0 3 6 * 
0 . 3 3 2 0 

0 . 7 5 5 0 

0 . 6 3 8 0 

0 . 4 9 3 0 

0 . 4 4 4 0 

0 . 2 4 9 0 

0 . 1 0 8 0 

S u b a r c t i c 
Summer 

0 . 6 3 3 5 * 
0 . 6 4 0 

0 . 4 6 8 7 * 
0 . 4 8 5 0 

0 . 2 9 1 3 * 
0 . 3 1 7 0 

0 . 7 3 8 1 

0 . 6 2 0 4 

0 . 4 7 6 5 

0 . 4 0 1 6 * 
0 . 4 2 8 8 

0 . 2 0 1 6 * 
0 . 2 3 8 0 

0 . 0 6 8 9 * 
0 . 1 0 0 8 

S u b a r c t i c 
W i n t e r 

0 . 6 7 1 3 

0 . 5 1 4 6 

0 .3429 

0 . 7 6 6 1 

0 . 6 4 8 3 

0 .5032 

0 . 4 5 5 3 

0 . 2 5 8 8 

0 .1141 

l II.C. Hottel E l 
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An indication of the effect of the use of this new set of selected or-
dinates was determined by evaluating the solar transmittance of a 
commercially available solar collector glazing material. This material 
was the commercial material "Filon" which is reinforced fiberglass 
plastic panels with a "Tedlar" coating. Spectral transmittance data 
for the material (available from the manufacturer) was used to de­
termine the total solar transmittance. This value was obtained using 
the method of selected ordinates, Olson's [1] method, the method of 
weighted ordinates indicated by ASTM [6], and by the method of 
selected ordinates using the data of this work. The results obtained 

were: 
1 
2 
3 

Olson's selected ordinates — TS = 0.817 
ASTM weighted ordinates - T, = 0.835 
Present Work—U.S. Standard 23 km 
visibility—rural aerosol— 
0 deg zenith angle — TS = 0.784 

4 Present work—U.S. Standard—23 km 
visibility—rural aerosol— 
75 deg zenith angle — TS = 0.785 

5 Present work—U.S. Standard—5 km 
visibility—urban aerosol— 
0 deg zenith angle — TS = 0.788 

6 Present work—U.S. Standard—5 km 
visibility—urban aerosol— 
75 deg zenith angle - rs = 0.760 

Although these differences are quite small, it is obviously possible 
to change the expected performance of solar collectors significantly 
with these data. 

Conclusions 
If the solar transmittance, absorptance, or reflectance of any ma­

terial must be determined from spectral data, the insolation at the 
location of interest must be considered. The method of selected or­
dinates presented herein will allow relatively rapid determination of 
the values with improved accuracy in the insolation data. 
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Techniques for Reducing Thermal 
Conduction and Natural Convection 
Heat Losses in Annular Receiver 
Geometries1 

Analytical and experimental work has been undertaken to analyze thermal conduction 
and natural convection heat losses in annular receiver geometries. Techniques studied 
for reducing conduction heat loss include evacuation of the annulus gas, oversizing of the 
annular space while maintaining slight vacuum levels, and use of gases other than air in 
the annular space. For the geometry considered, total heat loss reductions of 10 percent 
to 50 percent may be obtained depending on the means by which the conduction heat loss 
is limited. In addition, natural convection studies considering the effects of nonuniform 
temperature distributions and eccentric cylinders are discussed. The numerical analysis 
performed indicates that highly nonuniform temperature distributions are required to 
appreciably affect the natural convection process between concentric cylinders and that 
rather large eccentricities cause only a slight increase in natural convection heat trans-
fer. 

1 I n t r o d u c t i o n 

An effective device for the collection of solar energy which has 
received widespread attention is the so-called parabolic-cylindrical 
solar collector. In this device a circular receiver tube, with a suitable 
selective coating, is enclosed by a concentric glass envelope and sit­
uated along the focal line of a parabolic trough reflector. The heat 
transfer processes which occur in the annular space between the re­
ceiver tube and the glass envelope are important in determining the 
overall heat loss from the receiver tube. In typical high-temperature 
receiver tube designs, the rate of energy loss by combined thermal 
conduction and natural convection is of the same order of magnitude 
as that due to thermal radiation, and can amount to approximately 
6 percent of the total rate at which energy is absorbed by the solar 
collector. The elimination of conduction and natural convection losses 
can significantly improve the performance of a large collector field. 

In this paper, several techniques useful for the reduction of energy 
loss by thermal conduction and natural convection are considered. 

1 This work was supported by the United States Department of Energy. 
Contributed by the Heat Transfer Division and presented at The Winter 

Annual Meeting, Atlanta, Georgia, November 27-December 2, 1977 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manuscript re­
ceived by The Heat Transfer Division May 8,1978. 

The receiver configuration chosen for study is typical of those used 
in the Midtemperature Solar Systems Test Facility at Sandia Labo­
ratories. The receiver tube has a "black chrome" selective coating and 
is 2.54 cm in outside diameter. The inside diameter of the glass en­
velope is approximately 4.4 cm. Typical operating temperatures of 
the receiver tube and glass envelope are approximately 583 K and 333 
K, respectively. 

2 H e a t Loss in an A n n u l u s 
In order to improve the overall efficiency of receiver designs, in­

vestigations into reducing the heat transfer through the annular space 
separating the glass and receiver tube have been undertaken. Of the 
three modes of heat transfer, the most significant heat loss savings 
can be accomplished by limiting conduction losses. Convection losses 
are negligible, so long as the annular space is properly sized. Radiation 
losses on the other hand, being primarily fixed by the receiver tube 
selective surface properties, are more difficult to reduce. Electro­
plating techniques have been optimized to provide high solar ab­
sorptivity (> 0.95) with thermal emissivities ranging between 0.20 
and 0.30 for temperatures around 590 K. In order to reduce radiative 
heat loss significantly, thermal emissivities below 0.15 are required. 
Such reductions do not appear possible without an accompanying 
reduction in solar absorptivity. Several techniques for limiting the 
heat transfer rate in an annulus are considered in the remainder of 
this section. 
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Effects of pressure on conduction heat loss through an annular space 
589 K, r0 = 366 K) 

2.1 Effect of Vacuum. A review of the literature on vacuum 
technology indicates that the thermal conductivity of a gas is a 
function of the mean free path of the gas molecules [1-3]. An ex­
pression relating the mean free path of a gas to the enclosure pressure 
and gas temperature is given by 

X = 2.331(10-20)T/P52 
(1) 

where T, P, and & are given in deg K, mm Hg, and cm, respectively. 
For a given gas, the relative magnitudes of the molecular mean free 
path and the annulus gap determines the effective heat transfer 
coefficient for thermal conduction. This is shown in Fig. 1, which 
compares the conduction heat loss for a given annulus pressure to the 
conduction heat loss calculated for air at atmospheric pressure. Fig. 
1 was generated using dimensional data and expected operating 
temperatures for a Sandia Laboratories' test receiver. The governing 
equation for the effective heat transfer coefficient for the annular 
space [1] is 

H-
K 

where 

n \n(r0ln) + bX(n/r0 + 1) 

• - q r 9? - 5 I 

a 1.2(7+ 1) J 

(2) 

-2(7 + D-
The reduction of receiver tube heat loss by evacuation has been 

modeled analytically and verified experimentally. Energy balances 
were made on the receiver tube and glass surfaces and were incorpo­
rated in a computer analysis [4] which could (1) predict the resultant 
receiver assembly temperatures for known heat inputs, or (2) predict 

- CHROMALOX HEATER ELEMENT 

- 0-RING RANGE 

PYREX 
GLASS ENVELOPE. 
WITH 0.2 WALL 

STEEL RECEIVER TUBE-
WITH 0.165 WALL 

ALL DIMENSIONS ARE IN CENTIMETERS 

OTHERMOCOUPLE LOCATION 

CHROMALOX AND PYREX ARE REGISTERED BRAND NAMES. 

Fig. 2 Schematic of thermocouple locations on the Phase IV-B receiver 

the receiver assembly heat loss for a fixed receiver tube temperature. 
The analysis assumed steady state conditions and utilized standard 
correlations for the effects of pressure, wind, geometry, and temper­
ature on the conduction and convection terms. 

The Sandia Laboratories Phase IV-B receiver assembly design was 
used for experimental verification. Heat input was provided by a 
Chromalox® heater element centered inside the receiver tube. Power 
supplied to the receiver assembly was monitored using a standard 
resistor and voltmeter. Input power was determined by measuring 
the voltage drop across the resistance heater and was maintained to 
within ±1.0 W during testing. Receiver assembly temperatures were 
monitored using 25 chromel-alumel thermocouples. Locations of these 
thermocouples as well as dimensional data on the Phase IV-B test 
assembly are shown in Fig. 2. 

Annulus vacuums were monitored using a Pirani (thermocouple) 
Gauge for pressures below 1.0 mm Hg and a Wallace and Tiernan 
Pressure Gauge and Manometer for the higher pressures. All vacuums 
were maintained with a CEC Sampling Probe and Sargent-Welch 
single-stage vacuum pump. 

Initial experimental work involved maintaining a fixed receiver 
assembly heat loss while varying the annulus pressure. Variations in 
receiver tube coating properties necessitated bracketing the experi­
mental data with analytical results calculated for receiver tube 
emissivities of 0.2 and 0.3 at 589 K. The receiver tube temperature, 
as expected from the results of Fig. 1, is seen to be independent of 
annulus vacuum for pressures above 1 mm Hg in Fig. 3. This is also 
shown in Fig. 4 which provides heat loss data as a function of annulus 
pressure. Significant heat loss reductions of nearly 50 percent are seen 
to result if vacuums below 0.01 mm Hg can be maintained. Similar 
work has been reported by Ortabasi [5] for a tubular flat-plate col­
lector. Differences in geometry between the two designs result in 
considerably different vacuum requirements for significant conduc­
tion heat loss reduction. 

If required, the effect of wind on heat loss can be assessed through 
use of standard correlations [6] for flow normal to a heated horizontal 
cylinder. As one might expect, wind effects are found to be minimal 

-Nomenclature* 

a = accommodation coefficient 
g = acceleration of gravity 
H = effective heat transfer coefficient 
K = thermal conductivity at standard con­

ditions 
Kef = effective thermal conductivity 
L = length of receiver tube 
/ = gap size 
WRa = Rayleigh number 
P = pressure 
Q = heat loss 

r, = outer radius of receiver tube 
r„ = inner radius of glass envelope 
T = temperature 
T' = temperature perturbation 
Ti = temperature of receiver tube 
To = temperature of glass envelope 
Tm = mean temperature 
Ar = r0- n 
AT = temperature difference between cyl­

inders 
V = wind velocity normal to the receiver as­

sembly 

a = thermal diffusivity 
|3 = coefficient of volumetric thermal ex­

pansion 
5 = molecular diameter 
e = eccentricity 
Hr - thermal emissivity 
7 = ratio of specific heats 
8 = angular position 
X = mean free path 
M = dynamic viscosity 
p = density 
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Fig. 5 Annular space sizing data for atmospheric pressure using a 2.54 cm 
receiver tube (T, = 589 K, i„ = 0.25, V = 2.24 m/s, P = 630 mm Hg) 
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Fig. 6 Receiver annulus oversizing for reducing heat loss using a 2.54 cm 
receiver tube (7", = 589 K, e,r = 0.25, V = 2.24 m/s). Cases Modeled: A: Ar 
= 0.81 cm, N „ 0 ( P = 630 mm Hg) = 1000, B: Ar = 1.10 cm, N R a ( P = 630 
mm Hg) = 2600, C: Ar = 1.46 cm, NRa(P = 630 mm Hg) = 6400 

for an evacuated annular receiver, since the energy loss is primarily 
by thermal radiation from the receiver tube. 

2.2 Effect of Annulus Gap Sizing. Optimum sizing of the an­
nular space for operation at atmospheric pressure requires that the 
energy transferred across the gap be by thermal conduction and ra­
diation heat transfer. Incorrect sizing could result in enhanced con-
vective energy transport which would increase the net heat loss. Work 
to be discussed in a later section concerning natural convection has 
indicated that the effects of natural convection will be negligible as 
long as the Rayleigh number is maintained below a value of 1000. 

Experimental and analytical results shown in Figs. 3 and 4 indicate 
that the Phase IV-B receiver sizing has not been optimized since a loss 
reduction occurs when the annulus pressure is reduced below atmo­
spheric pressure. By decreasing the pressure, the Rayleigh number 
is reduced below 1000 through lowering the annulus gas density. Based 
on these trends, the computer model was utilized to vary the gap 
spacing for a fixed receiver tube radius and temperature. From data 
presented in [7], the effective conduction coefficient used for a par­
ticular spacing was generated using the following correlation: 

Kef = K for JVRa< 1000 

Kef = 0.1585KNRa
0-2667 for iVHa > 1000 

where Kef is the effective thermal conductivity, K is the actual thermal 
conductivity evaluated at the mean temperature, and NRS is the 
Rayleigh number defined by 

iVRa = pgPVAT/na. (4) 

(3) 

Fig. 5 shows that the heat loss is minimized for an annular space 
of 0.81 cm. (For the same test conditions, the Phase IV-B gap of 0.93 
cm results in a Rayleigh number of 1550.) Despite the discrepancy in 
sizing, trends from Fig. 5 point out that oversizing the gap results in 
minimal increased heat loss compared to that obtained from reducing 
the gap size to maintain the Rayleigh number below 1000. 

Further investigation into varying the annular space to reduce heat 
loss resulted in the data summarized in Fig. 6. By maintaining annulus 
pressures below 200-300 mm Hg and oversizing the gap, heat loss 
savings of between 15 and 30 W/m may be obtained over that lost by 
a receiver design sized to eliminate convection heat transfer at at­
mospheric pressure. Since the reduction of heat loss by 30 W/m for 
the "correctly" sized annular space necessitates using vacuums below 
0.1 mm Hg, it can be noted that oversizing may allow for energy loss 
savings without requiring hard vacuum systems. 

2.3 Effect of Gases other than Air. Utilization of gases other 
than air in the receiver annulus should reduce the conduction heat 
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loss so long as (1) the gas thermal conductivity is less than that of air 
and (2) the effective Rayleigh number is similar to that of air for a 
given geometry. This is shown in Fig. 7 which compares the use of 
argon, air, and carbon dioxide in the annulus. Although carbon dioxide 
has a lower thermal conductivity than air (0.031 W/m-K compared 
to 0.048 W/m-K at 477 K), its other physical properties necessitate 
small gap spacings to minimize natural convection heat loss. The in­
sulating effect of the lower thermal conductivity is thus lost because 
the conduction gap must be reduced. 

For a given receiver tube operating temperature, heat loss savings 
of 25 to 30 W/m may be realized by replacing air with argon. Such 
savings are comparable to oversizing the annulus and maintaining a 
partial vacuum of 100-300 mm Hg. The advantage gained using argon 
gas to reduce the heat loss over the aforementioned technique is that, 
due to the similarity in sizing the gap for air or argon, a complete loss 
of argon and replacement with air will still minimize the heat loss. As 
can be seen from Fig. 6, an increase in heat loss will result in the event 
of loss of vacuum for the oversized geometry. 

In summary, reduction of the conduction heat loss in the annular 
space can be accomplished through (1) evacuation, (2) oversizing the 
annular space while maintaining the Rayleigh number below 1000 
(partial vacuum), and (3) use of gases with low thermal conductivities. 
Fig. 8 is provided to show the relative heat loss savings for each 
technique. Additional alternatives, such as charging the annular space 
with argon and evacuating and/or oversizing the gap are shown. Of 
the options, it appears that evacuation can best eliminate conduction 
heat loss. Problems, however, concerning the relative costs (including 
maintenance) of each heat loss reduction scheme must be considered 
in selecting the best option for the receiver assembly. 

3 Natural Convection in an Annulus 
In the previous section, the classical experimental result for natural 

convection heat transfer between horizontal, concentric, circular 
cylinders, as originally presented by Kraussold [7] was used in the 
analysis of the heat transfer process between the receiver tube and 
glass envelope. Many subsequent studies, dealing with the same topic, 
have been reported in the literature. Among the more notable are the 
experimental results of Liu, Mueller, and Landis [8], the experimental 
and theoretical studies of Kuehn and Goldstein [9], and Powe, Carley 
and Carruth [10], and the review by Buchberg, Catton, and Edwards 
[11]. 

Recently, Kuehn and Goldstein [12] have compiled a comprehen­
sive review of the available experimental results for natural convection 
heat transfer between circular cylinders and proposed correlating 
equations using a conduction boundary-layer model. It is evident from 
this review that almost all the results available to date are, strictly 
speaking, valid only for horizontal, concentric, circular cylinders with 
uniform temperatures. Since the temperature distribution on a typical 
receiver tube is not uniform, it is important to determine the effect 
of this variation on the overall heat transfer process. Furthermore, 
it is also of importance to assess the effect of eccentricity since it is 
difficult to maintain precise alignment between the receiver tube and 
envelope due to deflections caused by gravity and differential thermal 
expansion. 

Because of the scarcity of results for nonuniform temperature 
distributions and eccentric cylinders, a numerical analysis of the 
natural convection heat transfer process was performed in order to 
provide a better understanding of the effects of non-ideal situations 
[13]. Fundamental aspects of the analysis are outlined and the results 
discussed in the remainder of this section. 

3.1 Numerical Method. At this point we wish to summarize the 
basic theory upon which the numerical analysis is based. The ap­
propriate model is that of steady, planar, laminar thermal convection 
of a fluid due to nonuniformities of density in a gravitational field. 
In accordance with the usual Boussinesq approximation, density 
changes are neglected except insofar as they affect the body force term 
in the equations of motion. It is, of course, also assumed that the fluid 
is Newtonian. The partial differential equations which describe the 
heat transfer process are represented discretely through use of the 
Galerkin form of the finite element method, a technique which has 
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ANNULUS GAP (CM) 

Fig. 7 Annulus sizing data for alternate gases using a 2.54 cm receiver tube 
( r , = 589 K, e,r = 0.25, V = 0 m/s, P = 630 mm Hg). 

ANNULUS GAP (CM) 

Fig. 8 Summary data on heat loss reduction techniques using a 2.54 cm 
receiver tube (T, = 589 K, e,f = 0.25, V = 0 m/s) Cases Modeled: A: Air at 
630 mm Hg, B: Air at 10 mm Hg, C: Argon at 630 mm Hg, D: Argon at 10 mm 
Hg, E: Air at 0.05 mm Hg, F: Argon at 0.05 mm Hg, 6 : Air at 0.001 mm Hg, H: 
Argon at 0.001 mm Hg, I: Radiation Heat Loss Only 

been described in detail by several authors, e.g. Zienkiewicz [14], and 
will not be elaborated on here. The resulting methodology has been 
incorporated, by Gartiing [15], into a user-oriented, finite element, 
computer program called NACHOS. This program makes use of an 
isoparametric mesh generator to allow complex boundaries to be 
modeled easily and accurately. The element library consists of an 
eight-node isoparametric quadrilateral and a six-node isoparametric 
triangle. Within each element, the velocity and temperature are ap­
proximated quadratically and the pressure approximated linearly. 
Fluid properties are allowed to vary with temperature. 

3.2 Heat Transfer between Concentric Cylinders. In order 
to demonstrate that the results of the numerical analysis are com­
patible with existing experimental results, an initial series of calcu­
lations was performed for horizontal, concentric, circular cylinders 
with uniform temperatures. The temperatures of the inner and outer 
cylinders were held constant at 583*K and 333 K, respectively. These 
values were selected to correspond to the average operating conditions 
expected for the existing Sandia Laboratories' Midtemperature Solar 
Systems Test Facility collector field. The radius of the inner cylinder 
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was held constant at 1.27 cm and the outer radius allowed to vary from 
2.24 to 4.32 cm, producing radius ratios in the range 1.4 to 3.4. Ray-
leigh numbers ranging from approximately 300 to 97000 were thus 
obtained with the Rayleigh number defined in the usual way as given 
in equation (4). 

Following the accepted standard, results of the analysis are pre­
sented in Fig. 9 as a plot of the heat loss ratio versus the Rayleigh 
number, where the heat loss ratio is defined to be the ratio of the en­
ergy loss per unit length due to conduction plus natural convection 
to that due to thermal conduction acting alone. In Fig. 9, the cross-
hatched area indicates the region occupied by the experimental data 
as compiled by Kuehn and Goldstein [10]. Results obtained using 
equation (3) which was incorporated in the heat loss reduction section, 
are also shown. Typical streamlines and isotherms as computed for 
a Rayleigh number of approximately 12000 are shown in Fig. 10. 

It is evident that, in general, there is rather good agreement between 
the computed and experimentally determined values of natural 
convection heat transfer rates. As expected, the heat loss is seen to 
initially deviate from that due to thermal conduction at a Rayleigh 
number of approximately 1000. The numerical method employed is 
apparently of sufficient accuracy to warrant its application to the 
study of the non-ideal situations described previously which have not, 
as yet, been extensively investigated. 

3.3 Nonuniform Temperature Distribution. Two situations 
involving nonuniform temperature distributions on concentric, cir­
cular cylinders were selected for study. In both cases the temperature 
of the outer cylinder was held constant at 333 K and the temperature 
of the inner cylinder allowed to vary according to 

T=Tm± V cosfl (5) 

where Tm is the mean temperature (583 K), T' is the perturbation to 
the mean, and 0 is the angle measured from the bottom of the cylinder. 
A perturbation of 139 K was used in all calculations, yielding a total 
variation of 278 K around the inner cylinder. The two cases studied 
are distinguished by the choice of sign in equation (5), the positive 
sign corresponding to the occurrence of greatest temperature on the 
lower surface of the inner Cylinder (Case A in Fig. 9) and vice versa 
(Case B). A variation of 278 K is far in excess of that encountered in 
conventional receiver tubes but, as will subsequently be shown, even 
this amount of nonuniformity has only a small effect on the natural 
convection process. In all calculations, the radius of the inner cylinder 
was held constant at 1.27 cm and the radius of the outer cylinder 
varied in order to vary the Rayleigh number. It should be noted that 
the average temperature upon which the Rayleigh number is based 
has the same value (458 K) as that associated with the uniform tem­
perature case. 

When the highest temperature occurred on the lower surface of the 
inner cylinder, the calculated results were virtually indistinguishable 
from those obtained with unifrom wall temperatures as plotted in Fig. 
9. It should, however, be noted that the higher temperature on the 
lower surface produced flow patterns which, in some instances, dif­
fered significantly from that illustrated in Fig. 10. For Rayleigh 
numbers of approximately 12000 and greater, a two-cell flow pattern 
with one cell above the other and each spanning the entire gap be­
tween cylinders, was obtained. The altered flow pattern, however, 
produced no appreciable change in the overall heat transfer charac­
teristics. 

When the higher temperature occurred on the upper surface of the 
inner cylinder, the natural convection heat transfer rate was enhanced 
over that obtained with uniform temperatures, as shown in Fig. 9. 
Departure from the thermal conduction curve again occurs at a 
Rayleigh number of approximately 1000. Calculated streamlines and 
isotherms for a Rayleigh number of approximately 12000 are pre­
sented in Fig. 11. 

From the results described in this section, it is evident that highly 
nonuniform temperature distributions are required in order to ap­
preciably affect the natural convection process between concentric 
cylinders. Since the nonuniformity of temperature in typical receiver 
geometries is substantially less than that used in the current study, 

10' 10" 
RAYLEIGH NUMBER 

Fig. 9 Natural convection heat transfer in an annulus—comparison of 
computed and experimental results 

Fig. 10 Streamlines and isotherms for natural convection between con­
centric, circular cylinders—uniform temperature (7j = 583 K, T0 = 333 K, 
NRa = 12,142) 

Fig. 11 Streamlines and Isotherms for natural convection between con­
centric, circular cylinders—nonuniform temperature (444 K < Ti < 722 K, 
r0 = 333K, « R a = 12,142) 
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Fig. 12 Streamlines and isotherms for natural convection between eccentric, 
circular cylinders—uniform temperature (T, = 583 K, T0 = 333 K, WR, = 
12,142) 

it is anticipated that the effects of nonuniform temperature can be 
neglected in most instances. 

3.4 Eccentric Cylinders. The geometry chosen for the study 
of eccentric cylinders consisted of inner and outer cylinders of radii 
1.27 cm and 2.79 cm, with the inner cylinder displaced downward a 
distance equal to one-half the gap width, yielding an eccentricity of 
0.76 cm. Each cylinder was held at a uniform temperature. Although 
other geometries could be analyzed without difficulty, the selection 
of the case chosen for study was influenced by certain practical con­
siderations. First, a downward displacement of the inner cylinder 
enhances the convection process more than an upward displacement. 
Secondly, an eccentricity of one-half the gap width is greater than that 
encountered in practical receiver designs. Finally, it was convenient 
to maintain symmetry about a vertical plane in order to simplify the 
numerical computations. 

For proper interpretation of subsequent results, it should be re­
called that the heat loss by thermal conduction between eccentric, 
circular cylinders with uniform wall temperatures is given by [14] 

Q/L = 2irK"AT/ln(x + V ^ ^ I ) (6) 

where 

* = (/-„2 + n 2 - e 2 ) / 2 v ; (7) 

Equation (6) is used as the basis of comparison for the heat transfer 
results calculated for natural convection between eccentric cylin­
ders. 

The overall heat transfer results obtained for two different Rayleigh 
numbers are plotted in Fig. 9. Typical streamlines and isotherms are 
presented in Fig. 12. If the Rayleigh number is based on the mean gap 
size of 1.52 cm and the cylinders held constant at the values previously 
used in the analysis of concentric cylinders, a Rayleigh number of 
approximately 12000 results. For the remaining situation the tem­
perature of the inner cylinder was increased and that of the outer 
cylinder decreased, by equal amounts, in order to produce a Rayleigh 
number of approximately 22000 while simultaneously maintaining 
the mean temperature constant at 458 K. This latter calculation was 
performed in order to tentatively assess the effect of Rayleigh number 
on the overall heat transfer process. 

It is apparent from Fig. 9 that the results for eccentric cylinders 
coincide with those for concentric cylinders when the appropriate 

conduction solution is used as a reference and the Rayleigh number 
is based on the mean gap size. However, it should be noted that the 
overall heat transfer is slightly enhanced because of the increased 
effect of conduction for eccentric cylinders. For the variables used, 
the heat transferred by conduction is 14.75 percent greater for ec­
centric cylinders than for concentric cylinders. 

4 S u m m a r y 
It is well known that natural convection effects have a negligible 

influence on heat transfer in a uniformly heated annulus when the 
Rayleigh number, based on gap size, is less than approximately 1000. 
However, below this value, thermal conduction continues to be an 
important mode of heat transfer. The magnitude of this effect can be 
reduced if the pressure in the annulus is sufficiently reduced. Theo­
retical calculations showing the effects of a reduced annulus pressure 
were performed for a typical cylindrical solar collector and compared 
with measurements made on an electrically heated test section. 

If it is not possible to maintain the pressure in the annulus low 
enough to effectively reduce conduction losses, then the energy loss 
for a uniformly heated annulus can be minimized by sizing the annulus 
so as to maintain a Rayleigh number near 1000 over the expected 
range of operating conditions. A numerical analysis was performed 
which demonstrated that highly nonuniform temperature distribu­
tions or large eccentricities are necessary to appreciably alter the 
above conclusion. 

A reduction in energy loss by thermal conduction of from 10 to 20 
percent can be effected by maintaining a moderately low pressure of, 
say, 50 mm Hg in the annulus and adjusting the gap size to correspond 
to the maximum allowable Rayleigh number (1000). Similar reduc­
tions in energy loss by thermal conduction were shown to be feasible 
through the use of gases other than air in the annulus. 
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Three-Dimensional Numerical 
Analysis of Transient Natural 
Convection in Rectangular 
Enclosures 
A simple numerical technique of considerable practical utility for the solution of tran­
sient multidimensional natural convection problems is described. It is based on the solu­
tion of the conservation equations in primitive form. The technique can be extended to 
calculation of natural convection problems in porous media and in turbulent flows where 
the eddy viscosities and conductivities can be predicted. It has been applied to the solu­
tion of several two and three-dimensional natural convection problems. The solutions 
compare well with the numerical and experimental results published by other investiga­
tors. 

Introduction 

The analysis of multidimensional natural convection is of impor­
tance in many industrial and geophysical problems. For example, the 
motivation for the present work arose from a study of natural con­
vection cooling of nuclear fuel in shipping flasks and in water filled 
storage bays. Cooling had to be analysed not only during routine op­
eration of these facilities but also in postulated accidents. This led 
to a need for a transient multidimensional analysis. 

Numerical techniques for the solution of laminar natural convection 
problems have been widely studied [1-6]. In most cases the stream 
function-vorticity form of the conservation equations were used. The 
use of "primitive" variables (velocity, pressure and temperature) in 
incompressible flow problems were reported by Harlow and Welch 
[7] and Hirt, et al. [8]. The technique was called the marker and cell 
(MAC) method. The possibility of using the technique in natural 
convection type problems was first suggested by Hirt and Cook [9]. 

In our present work, a simplified version of the MAC technique [10] 
was extended to study transient three dimensional natural convection 
flows in enclosures. The method was chosen for two reasons: 

1 The technique uses the primitive variables, and boundary 
conditions for three-dimensional problems are much easier to handle 
for complex flow geometries than if the vorticity-stream function 
approach of Aziz and Heliums [3], and Ozoe, et al. [11] are used. We 
used the program for very complex geometries such as nuclear fuel 
shipping flasks and storage bays and this was an important factor in 
our choice. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 4,1978. 

2 The technique requires about the same amount of CPU time 
per node per time step for two and three-dimensional calculations (as 
discussed later). ADI and time-splitting techniques (Yanenko [12]) 
require progressively more CPU time per node per time step as the 
number of dimensions increases. 

The MAC technique was used with "donor cell" differencing of the 
advective terms. It was recognized that this could be inaccurate for 
natural convection problems. This could be due to numerical diffusion 
(to which computation of natural convection flow fields would be 
expecially sensitive), and because the energy conservation equation 
is written in nonconservative form to decouple the velocity field cal­
culation at each time step from the temperature field at that time step. 
Therefore, as a first step it was necessary to validate the method by 
comparing the results of our calculations on Nusselt numbers, iso­
therms and isovels with available two and three-dimensional exper­
imental and numerical results. A secondary objective was to compare 
the results from a three-dimensional simulation of an experiment, 
with those of a two-dimensional simulation, in order to establish 
whether three-dimensional simulations were necessary. 

We felt that the process of validation was necessary before the 
technique could be used to gain insight into three-dimensional flows 
and practical problems. 

Mathematical Formulation 
For natural convection flows with small density changes, the con­

servation equations may be simplified by the Boussinesq approxi­
mation [13]. The fluid density is considered constant except in 
buoyancy force terms that drive the natural convection. The equations 
for conservation of mass, momentum and energy may be written 
as: 

V - t i = 0 (1) 
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DO 1 
— = - -y p< - 0g (T - Te) + v V2u 
Dt p 

£I = _L V 2 r + J-[Q+0] 
Z)t pCp pCp 

(2) 

(3) 

The initial conditions for temperature and velocity, and appropriate 
boundary conditions must be specified. 

N u m e r i c a l T e c h n i q u e 
The conservation equations (1-3) are written in finite difference 

form for cells of the type shown in Fig. 1. The finite difference form 
of the equations used for our calculation used the donor cell or full 
upstream formulation for the advective terms to preserve the tran-
sportive property (Roache [14]). An example of the form of the finite 
difference equations in rectangular coordinates is shown below. 
Mass conservation equation: 

D = (Ui+m,j,kn+l - f/i-i/2j,*'!+1)/(AX)1-,;-,, 

+ (WUM1/2
k+1 ~ ^ , A - 1 / 2 " + 1 ) / ( A e ) I J > = 0 (4) 

Momentum equations: 
Only the momentum equation in the y-direction is shown. The x 

and 2-component are similar to the y -component. 

Vi,m/2.kn+l = Vi,j+V2.kn + (At)[(P"iJ,kn 

- P"i,j+i,kn)/(&y)i,j+i/ 2,k - FVX - FVY - FVZ + Ifig 

AY, 
U* 

Fig. 1 Arrangement of Unite difference variables in a typical cell 

X O V u , * " + TUj," - 2Te) + VISY] (5) 

where 

FVX= (U^z) 
i>V\ 

i)Xli,j+U2,k 

-(Vi+lJ+m,kn - Vij+i/2,kn)(Uij+1/2,k
n 

\UiJ+l/2,kn\)/(&X)i+1/2J,k + -(ViJ+l/2,kn ~ Vi-U+l/2,ft") 

X (UiJ+ V2,kn+ \UiJ+1/2,kn\)/(Ax)i-1/2j,k) 

with 

Ui,J+m.kn = - Ui-^,jll + Ui" + ^,j,h\(Ay)iJ+hfl 

+ |(7," - i , j+1,k + US + i , ; + i , „ | (Ay) ; j > /((Ay);j,„ + (Ay)u+hk) 

Expressions for FVY and FVZ are similar to FVX and are omit­
ted. 

/d2V d 2V d2V> 
VISY=v('-— + — - + 

\ d x 2 dy2 d z V ij+l/2,* 

_ T /V>+l,j+V2,k ~ Vj,j+V2,k VjJ+l/2,k — Vj-l,j+l/2,k\ I 

\ \ (AX)i+in,j,k (bX)i-1/2J,k II 

(AX) 2 + /^'•>+3/2 'fc ~ V'.j+W< ViJ+U2,k - Vj,j-V2,k\ I 
>iJ* \ (Ay)u+1,k (Ay)u,h If 

X (Ay)ij+1/2,k2 + ( — L 

\ (Az)ij>+l/2 
W - ^ w - i w ( A i ) 2 > 

(.Az)ij,k-W 'I J 

Energy equation: 

Tij,kn+1 = Tij,k" + (At) [- TUX - TVY - TWZ 

+ k(TSX + TSY + TSZ)/pCp + QlpCp] (6) 

- N o m e n c l a t u r e -
A = area 
C = Courant number 
Cp = specific heat of fluid 
D = width of enclosure 
g = gravitational acceleration 
h = heat transfer coefficient 
H = height of enclosure 
k = thermal conductivity of fluid 
L = width of enclosure 
Nu = Nusselt number 
P = pressure 
P' = pressure fluctuation 
P" = P'lp 
Pr = Prandtl number 
Q = internal heat generation per unit vol-

Ra = 
gf$(TH - TC)H* 

= Rayleigh number 

t = time 
T = temperature 
Te = reference temperature 
u = velocity component in x -direction 
U = uH/n = dimensionless velocity compo­

nent in x -direction 
v; v = velocity component in y-direction, 

velocity vector 
V = uHlv = dimensionless velocity compo­

nent in y-direction 
w = velocity component in z -direction 
W = wH/v = dimensionless velocity compo­

nent in z -direction 
a = thermal diffusivity 
0 = volumetric coefficient of expansion of 

fluid 

T-Tc dimensionless temperature 
TH-TC 

v = kinematic viscosity 
p = density of fluid 
0 = frictional dissipation function 
t = convergence criterion 
T = tii/H2 = dimensionless time 

Subscripts 

C = cold surface 
H =, heated surface 
i, j , k = denote quantities at computational 

cell centres 
i + xk, j + V2. k + V2 = denote quantities at 

the right hand, upper and front cell faces 
respectively. 

w = wall 
s = spot 
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where 

TUX = (U^-) " = [(Ui+mj,k + Ui-mj,k 

\ OX / i,j,k 

- \Ui+m,j.k + Ui-i/2j,k\) (Ti+ij,k ~ 7 1 J J > ) / 4 ( A X ) ; + 1 / 2 J > 

+ (Ui+l/2J,k + Ui-i/2J,k + \UiJ+l/2,k + Uj-i/2J,k\) 

X (Tijj, - T,-_u*)/4(Ai)i-i /2 j ,*]n 

TSX = / *!I\ " = \Ti+u,k-Tu,k 

\dXVu,k L (AX)i+U2j.k 

_rw-T,--i^-[" / ( A X ) 

Expressions for TVY, TWZ, TSY and TSZ are omitted as they are 
similar to TUX and TSX. 

The frictional dissipation function, <l> may be easily included but 
is omitted in equation (6) because it is negligible for our problem. 
Furthermore, with slight restructuring of the finite difference forms, 
the viscosity and thermal conductivity at any time step can be made 
a function of the dependent variables and position in the previous time 
step allowing consideration of turbulent flows through "eddy" dif-
fusivities. Though we have used the technique for turbulent flows, 
this aspect will not be discussed in the paper. 

To impose the necessary boundary conditions, the fluid is consid­
ered to be surrounded by a single layer of fictitious cells in which the 
variables are specified. The specifications used in this paper are il­
lustrated below for the left hand boundary. 

1 Rigid, no slip wall cell: 

U3/2j,k = 0, Vu,k = - V2J.k. W\y,* = - W2J,k 

2 Rigid, free slip wall cell: 

l/3/2j.* = 0, V U * = V2JA WUJ, = W2J,k. 

3 Adiabatic wall cell: 

T\,j,k = T2,j,h 

4 Isothermal, constant temperature wall cell: 
The quadratic extrapolation technique was used, 

Tij,k = AX<? + BX0 + C 

Where A, B, and C are defined by the following set of equations: 

'/'boundary = AX\2 + BXi + C, 

T2,jM = AX2* + BX2 + C, TUk = AXf + BX3 + C. 

To calculate velocities, pressures and temperatures at a new time 
step from the values at the previous time step, the following compu­
tational cycle is followed. 

1 Compute estimates for the new velocity field from the mo­
mentum equations. 

2 Adjust the new velocity field iteratively to satisfy the mass 
conservation equation (4) by changing the cell pressures. If the di­
vergence, D, of a cell in equation (4) is negative, this corresponds to 
a net flow of mass into the cell, the cell pressure is then increased to 
eliminate the net inflow. Likewise, the cell pressure can be decreased 
to eliminate net outflow if D is positive. If the pressure of one cell is 
adjusted, then the adjacent cells are also affected. Therefore, the 
pressure adjustment must be done iteratively. The pressure change 
required to make D equal to zero is: 

&P" = (7) 
2AJ[(AX)-2 + (AY)-2 + (AZ)"2] 

The new pressure and velocity components after each iteration are 
given by: 

P"i,j,k = P"ij,k + &P", 

Ui±U2j,k = Z/;±i/2,y,* ± A« &P"lAX, 

and similarly for V and W. 
3 When the new velocity field has been converged, the new tem­

perature field is calculated using the energy equation (6). 

4 The velocity and pressure fields are then used as the starting 
values for the next time step cycle. 

N u m e r i c a l S tabi l i ty and Computat ion T i m e 
For our finite difference equations, stability is obtained provided 

the fluid is not permitted to cross more than one cell in one time step. 
Thus, the time increment must satisfy the usual courant number 
criterion for purely explicit schemes: 

Cx = \U\At/AX < 1.0, Cy = \V\At/Ay 

< 1 . 0 , C z = |W|At /A2<1 .0 

Also, when a nonzero value of kinematic viscosity is used, mo­
mentum must not diffuse more than one cell in one time step, this 
implies; 

1 (AX)2(AY)2(AZ)2 

2(AX)2+(AY)2+(AZ)2 

The problem computation time required per time increment de­
pends in general, on (1) the number of cells, (2) the cell size, (3) the 
time step size, and (4) the convergence criterion (e) set for the velocity 
field iteration to satisfy the continuity equation. The cell size and time 
step size are interrelated by stability conditions (Courant numbers). 
In general, we have found for transient calculations that, on the av­
erage, about 0.01 to 0.02 s CPU time is required per cell per time step 
with a convergence criterion of 10~3 on the McMaster University CDC 
6400 computer. The higher values (~0.02 s) are required during rapid 
transients when more iterations are required to satisfy the conver­
gence limit. CPU time can increase greatly if e is reduced. For example, 
the average number of iterations increased by 4.7 and 7.3 times when 
e was reduced from 10_ 1 to 10~3 and 10~4 respectively. No significant 
improvement in accuracy was achieved by setting t smaller than 10"3 

for the problems studied. 

T w o - D i m e n s i o n a l Ca lcu la t ions 
The numerical technique was tested with regard to symmetry and 

numerical diffusion. Perfectly symmetric solutions for temperature 
and velocity fields were obtained where these results were to be ex­
pected from geometrical considerations. 

The numerical diffusivity of the technique was studied by estab­
lishing a transient temperature gradient across a rectangular enclosure 
from top to bottom. Since the fluid was heated uniformly from the 
top, the computation should always result in a zero velocity field. 
Numerical inaccuracies resulting in a small velocity field can be fed 
back and affect computed temperature significantly. The numerical 
results obtained did not result in any fluid motion. When the nu­
merical and analytical solutions were compared at different times, 
good agreement was obtained. 

Numerical diffusion due to convection was also investigated. The 
thermal conductivity and volumetric coefficient of expansion were 
set equal to zero and a temperature spike was introduced into a con­
stant velocity field. The movement and diffusion of the spike was then 
followed in time. The spike broadened due to "numerical diffusion" 
but the mean was found to travel with the correct veloicty. The 
broadening was reduced if the cell sizes and time steps were reduced. 
Higher harmonics did not develop and the technique appeared sat­
isfactory provided convergence of the results were checked by re­
ducing time step and cell size. 

Isotherms and isovels were obtained for a two-dimensional rec­
tangular enclosure with a horizontal temperature gradient. This was 
established by maintaining the left-hand wall of the enclosure at a 
constant, higher temperature (TH) and the other side wall at a con­
stant, lower temperature (T c ) . The upper and lower walls were in­
sulated. Calculations were made for Rayleigh numbers up to 1.5 X 10B. 
A Prandtl number of 0.72 and an aspect ratio of 1.0 were used. The 
calculations were carried out with a 10 X 10 mesh, i.e., the cell size was 
L/10 X H/1Q. Figs. 2(a) and 2(6) summarize the results obtained by 
plotting the temperature and vertical velocity profile at the enclosure 
mid-height. They were in excellent agreement with the computed 
results of other investigators—for example, DeVahl and Davis [15] 
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Fig. 2(a) Temperature profile at mid height of enclosure 
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Fig. 3 Average Nusselt number versus Rayleight number A = Dropkin and 
Somerscales [18], B = Elder [19], C = DeVahl Davis [15], D = Eckert and 
Carlson [20], E = Landis and Yanowitz [21], F = MacGregor and Emery 
[16] 
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Fig. 2(b) Vertical velocity profile at mid height of enclosure 

and MacGregor and Emery [16]. The average heat transfer coefficient 
and Nusselt number (defined below) were also computed for the 
different Rayleigh numbers 

Nu = 
hH tin /-
k Jo 

H VdX/i=0 

TH-TC 
(7) 

Fig. 3 compares the average Nusselt numbers obtained with existing 
numerical and experimental results. It agrees very well with results 
in [B, C] and [F] in Fig. 3 which are numerically calculated values. The 
experimental curves, [A, D] and [E], generally lie below the computed 
curves. This is probably because the experimental curves are for as­
pect ratios of five or higher. Thus end region effects are less important 
than in the numerical curves which were computed for aspect ratios 
of unity. 

The convergence of our solutions were investigated by using a finer 
mesh (20 X 20). The final results (Nusselt numbers, flow patterns and 
temperature distribution) were practically the same, indicating that 
the solution had converged for a 10 X 10 mesh. 

To further test the capability of the present numerical technique 
to follow flow development in a more complicated system, compari­
sons were made with the results of Chu, et al. [6]. Their system was 
a two-dimensional square enclosure with a heating element in the 
form of an isothermal strip located in the otherwise insulated, vertical, 
left hand wall. The size of the heating element was y6 of the enclosure 

Fig. 4 Two-dimensional isotherms for a rectangular enclosure with a heated 
strip (Ra = 105, Pr = 0.72) 

height, H. The location of the heating element was defined by the ratio 
S/H, where S was the distance of the center of the heating element 
from the top of the enclosure. The other three walls were maintained 
at a constant, lower temperature. Calculations were made for Ra = 
105, Pr = 0.72, S/H = 0.2 and 0.8. Results are in excellent agreement 
with those shown by Chu, et al. [6]. The temperature fields for the case 
S/H = 0.8 is shown in Fig. 4. Each isotherm is ten percent of the 
overall temperature difference. (Not all isotherms are shown because 
they become very crowded near the heating element). 

From these studies, we concluded that the present technique 
worked well for two-dimensional natural convection problems in 
rectangular enclosures. Tests against three-dimensional experiments 
are now described. 

Three-Dimensional Calculations 
The system geometry used was*similar to that of Torrance, et al. 

[17]. It was a rectangular enclosure with dimensions 305 mm X 152 
mm X 152 mm (LXDX H). An isothermal, heated square was located 
at the center of the floor. The area of the square was 3.1416 cm2. The 
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right-hand vertical wall could be heated and the other walls (including 
the floor) were maintained at a constant, lower temperature. The main 
difference in geometry from that of Torrance et al was that they used 
a heated disk, which we simulated with a square of the same area. The 
results of several different cases are discussed below. 

In the first case, the steady state solution was obtained with the 
temperature of the heated element 16°e above ambient and all the 
walls at ambient temperature. In the second case, the right-hand wall 
had a constant temperature 5°e above the other five walls which were 
kept at ambient temperature. The heated square was removed in this 
case. The velocity field obtained for the latter case is shown in Fig. 
5(a). We also show the results of a two-dimensional calculation for 
this case in Fig. 5(b) for comparison. The results can be compared with 
the streak-line photographs presented by Torrance, et al. [17J. The 
three-dimensional calculations and experiments agree well for both 
cases. The flow patterns obtained are very close to Torrance's re­
sults. 

The three-dimensional effect on the solutions can be seen when 
comparing the flow patterns from the three- and two-dimensional 
simulations. (Figs. 5(a) and 5(b)). It can be seen that the elongated 
vortex core found in the three-dimensional solution moves closer to 
the middle of the enclosure in the two-dimensional case. The iso­
therms show significant differences as well. The steady state average 
temperature of the fluid in the two-dimensional case is much higher 
than the three-dimensional case. 

Therefore a two-dimensional simulation does not give good results 
for three-dimensional situations at least of this type. 

The superimposed effect of a heated square and a heated right­
hand wall is shown in the results of a three-dimensional calculation 
in Fig. 5(e). The heated square was 200 e and the heated wall was 5°e 
above ambient temperature. The other walls were kept at constant, 
ambient temperature. The flow pattern in this case, however, differs 
somewhat from Torrance's corresponding streak-line photograph. 
The effect of the heated square on the floor appears to be more pro­
nounced. The reason for the difference is not clear. A probable ex­
planation is that the experimental conditions were not simulated 
exactly in the numerical solution; for example, Torrance, et al. esti­
mated that the conduction loss from the heated disk to the metal floor 
was more than 40 percent in their experiment. This would explain the 
more pronounced effect of the heated spot in the numerical calcula­
tions. 

Convergence Tests 
The nodalization used in all three cases shown was 15 X 7 X 7. 

"Uniform" mesh sizes were used except for the heated element cell 
in cases 1 and 3. The size of the heated element cell was v;;: em X v;;: 
cm X H/7 cm. The velocity plots in Figs. 5(a) and 5(e) are solutions 
at the central plane in the z-direction. 

Since only streak-line photographs were available in Torrance's 
experiment, no quantitativ~ comparison with the numerical solutions 
could be made. The velocity plots (Fig. 5), obtained do not give a good 
indication of whether converged numerical solutions have been ob­
tained. We felt that Nusselt numbers would be a more sensitive in­
dicator of convergence than velocity or temperature plots because they 
depend on the derivatives of the temperature field at the wall. 
Therefore the effect of mesh spacing on Nusselt number was deter­
mined for cases 2 and 3. 

The wall Nusselt number for a heated right hand wall is defined: 

rD rH (oT) dydz 
hH Jo Jo oX X=L 

Nu w = - = ----------
k D!:J.Tw 

(8) 

In case 2, numerical calculations were first done using uniform 11 
X 7 X 7, 15 X 7 X 7 and 21 X 10 X 9 nodalization. As evident from Fig. 
6, the Nusselt number increased substantially, even though there was 
no discernible effect on the velocity plots. We then decided to use a 
nonuniform mesh refined in the wall regions. The Nusselt numbers 
obtained were plotted against mesh size near the wall relative to the 
11 X 7 X 7 mesh size. 

The results, shown in Fig. 6, indicate that Nusselt numbers con-
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Fig.5 a) Velocity plot for a three-dimensional rectangualr enclosure with 
heated right hand wall, b) velocity plot for a two-dimensional rectangular 
enclosure with heated right hand wall c) Velocity plot for a three-dimensional 
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Fig. 6 Wall Nusselt number versus relative mesh size for a three-dimensional 
rectangular enclosure with heated right hand wall 

tinued to increase as mesh spacing near the wall was decreased until 
the mesh spacing was about 1f1O of the value of the 11 X 7 X 7 uniform 
spacing. The velocity plots did not, however, change significantly. The 
Nusselt numbers were evidently much more sensitive to mesh spacing. 
Furthermore, it is clear that Nusselt numbers closer to the converged 
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value can be obtained using a smaller number of nonuniform meshes 
refined in the wall region, e.g., 10 X 8 X 8 or 18 X 10 X 10, than a larger 
number of uniform meshes (21 X 10 X 9). 

Similar results were obtained in the third case. Again the wall and 
spot Nusselt numbers were found to be more sensitive to mesh spacing 
than velocity and temperature plots. The spot Nusselt number was 
defined as: 

H CC (—) dxdz 
. , „ hH JJspot\dy/y=0 

k As &TS 

The calculated Nusselt numbers are shown in Fig. 7 against relative 
mesh size near the walls and heated spot taking the uniform 1 1 X 7 
X 7 mesh spacing as reference. Again, Nusselt numbers closer to 
converged values were obtained with a smaller number of nonuniform 
meshes refined near the walls or spot, than with a large number of 
uniform meshes. Converged results appeared to be obtained with 18 
X 10 X 10 nodes with a relative mesh spacing Vio that of the uniform 
1 1 X 7 X 7 nodes in the region of wall and spot. A 2 X 2 subdivision 
perpendicular to the plane of the heated spot appeared sufficient and 
a 4 X 2 subdivision did not affect the spot Nusselt number signifi­
cantly. 

From these studies, it appears that convergence can be obtained 
with a reasonable number of mesh points provided a non-uniform grid 
refined in the region of the walls or heated spots is used. 

The CPU-time requirement for three-dimensional computation 
is of the same order as for two-dimensional cases per cell per time step. 
It ranges from 0.01 to 0.02 s per cell per time step. The higher value 
is required during rapid changes in the flow field as more iterations 
are required to satisfy the convergence criterion. 

Conclus ions 
A numerical technique based on the marker and cell method has 

been applied to the computation of two and three-dimensional, 
transient, natural convection problems in rectangular enclosures. The 
technique appears to require 0.01 to 0.02 second CPU time per cell 
per time step on the McMaster University CDC 6400 computer for 
both two and three dimensional calculations. 

The solutions obtained have been compared with a number of 
two-dimensional investigations and the three dimensional experi­
ments of Torrance, et al. [17]. In the latter case, comparisons with flow 
patterns were made as only streak-line photographs are presented 
in [17]. The agreement was good. 

The technique is easy to extend and has been used by us for three 
dimensional natural convection problems in porous media with in­
ternal heat generation and in turbulent flow problems using cell loss 
factors. The technique may also be used for turbulent natural con­
vection problems with eddy viscosities and eddy conductivities (with 
minor modification to the finite difference equations), if these 
quantities can be expressed in terms of the dependent variables and 
position. Finally, the technique can be used in other coordinate system 
(such as cylindrical and spherical) again by simple modifications to 
the difference equations. 
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Natural Convection Heat Transfer 
Characteristics of Flat Plate 
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Heat transfer by natural convection in rectangular enclosures has been experimentally 
studied using interferometric techniques. The effects of Grashof number, tilt angle, and 
aspect ratio on both the local and average heat transfer coefficients have been deter­
mined. The Grashof number range tested was 4 X 10s to 3.1 X 105, and the aspect ratio 
(ratio of enclosure length to plate spacing) varied between 9 and 36. The angles of tilt of 
the enclosure with respect to the horizontal were 45, 60, 75 and 90 deg. Correlations are 
developed for both local and average Nusselt number over the range of test variables. The 
effect of tilt angle is found to reduce the average heat transfer by about 18 percent from 
the value of 45 deg to that at 90 deg. No significant effect of aspect ratio over the range 
tested was found. A method for characterizing the flow regimes that is based on heat 
transfer mechanisms is proposed. 

Introduction 

The free convection heat loss across inclined layers is of interest 
in many engineering systems, and, recently, to designers of flat plate 
solar collectors. Reduction of heat loss through cover plates increases 
collector efficiency and allows smaller collector areas to be used. While 
there have been many relevant studies of free convection heat transfer 
in enclosures [1-17], adequate correlations do not exist over a wide 
range of angles and aspect ratios. 

The recent results and correlations of Hollands, et al. [8] for average 
heat transfer are generally accepted as representative of heat transfer 
in large aspect ratio enclosures for inclinations less than 70 deg, and 
agree well with the previous data. Raithby, et al. [11] present a cor­
relation for 90 deg which has been theoretically derived and sub­
stantiated with data from other studies, and is postulated to apply 
for angles between 70 and 150 deg. 

There is a general lack of agreement on the effect of aspect ratio on 
the average heat transfer coefficient. Eckert and Carlson [5], Emery 
and Chu [6], MacGregory and Emery [9] and Raithby, Hollands, and 
Unny [11] report a definite effect of aspect ratio for vertical enclosures. 
There is not agreement on the magnitude of the effect. Correlations 
of average Nusselt number with aspect ratio in the form 

NuL = CGxL
nAm 

yield values of the exponent m ranging from —0.1 [5] to —0.3 [9]. 
Batchelor [14] has theoretically determined that the effect of en­

closure ends should extend along the heated surface for a distance 
approximately equal to the plate spacing. This implies that the effect 
of aspect ratio decreases as aspect ratio increases. Dropkin and 
Sommerscales [4] and DeGraaf and van Der Held [3] have found no 
effect of aspect ratio over all angles of inclination. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 4,1978. 

Although average heat transfer rates have been extensively studied, 
little information exists on the local variation of heat transfer coef­
ficient along the heated surface. Eckert and Carlson [5] conducted 
a study of local coefficients for vertical enclosures and found several 
flow regimes. Correlations were developed for the local coefficients 
at each end of the enclosure. 

In the present study, local values of the heat transfer coefficient 
along the hot plate are obtained using interferometric techniques. The 
range of inclination angles studied is 45 to 90 deg, and the aspect ratio 
is varied from 9 to 36. The local values are integrated over the plate 
length to determine average heat transfer coefficients. 

Test Procedure 
Fig. 1 is a two-dimensional schematic of the test facility. The lower 

heated plate is a 45.7 cm long by 10.2 cm wide copper plate and the 
upper plate, of the same size, is constructed of aluminum. The copper 
plate is electrically heated by a thin foil-type heater cemented to the 
backside and the aluminum plate is cooled by passing water through 
channels machined into its backside. 

Surface temperature measurements are obtained from nine ther­
mocouples penetrating each plate from the rear to the front face. 
Maximum temperature variations of less than 0.5°C over the surface 
of the cold plate and 1.5°C over the surface of the hot plate were ob­
served at temperature differences up to 90° C. Each surface was pol­
ished and nickel plated to reduce radiation contributions to the total 
heat flow for energy balance purposes. 

The small diameter of the interferometer light beam (3.6 cm) ne­
cessitated moving the test section relative to the light path in order 
to view the entire enclosure length. A rigid insulated channel con­
sisting of bakelite sides with external styrofoam insulation was con­
structed and into which the test section tightly fit. Two optically flat 
glass windows were inserted into opposite sides of the channel so that 
the interferometer light beam passed through the air layer. The test 
apparatus could then slide past the windows so the air layer could be 
viewed through the interferometer in its whole extent while the ba­
kelite channel provided lateral retaining walls for the air layer. 
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Fig. 1 Schematic of test facility showing nomenclature used for presenting
results
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Fig. 3 Local heat transfer coefficient along the surface for the conduction
regime

center of the enclosure. In this region, NUL = 1. However it is known
that there is convection in the end turn-around regions, and NUL ""
1 there. Analysis of interferograms for this regime shows that
boundary layers develop on both surfaces and merge within a short
distance. There is no net heat transport by convection in the boundary
layers in the center section of the cavity.

Fig. 3 presents a typical profile for the local Nusselt number along
the surface for the conduction regime. At the lower corner ofthe hot
plate and the upper corner of the cold plate {labeled the starting

(2)

NUL = hL = _ [kH al(T - Te)/(TH - Te)]] (1)
k k a(yIL) 0

T cold

The aspect ratio of the enclosure was varied using interchangeable
end spacers constructed of bakelite. The range of enclosure aspect
ratios (HIL) was 9 to 36, and the width aspect ratio range (WIL) was
2.3 to 8. The temperature profile along the surface of the spacers was
found to be very close to linear. This was determined by analysis of
interferograms.

Fig. 2 presents interferograms typical of those obtained in this
study. The dark and light contours are isotherms. Measurements of
local temperature gradients were obtained from similar interfero­
grams and used to determine the local heat transfer coefficients. The
accuracy of the results is mainly dependent on the accuracy of mea­
surements made on the interferograms. Based on the repeatability
of readings, the accuracy of determining heat transfer coefficients
from the pictures is ±5 percent.

The local Nusselt number is based upon the plate spacing, L, and
the total temperature difference, TH - Te. It is calculated from the
nondimensional temperature gradient at the hot surface which is then
multipled by the ratio of the thermal conductivity evaluated at the
surface temperature to that evaluated at the mean enclosure tem­
perature

Local Heat Transfer Results
I Conduction Regime. Heat transfer in the conduction regime

is traditionally characterized by purely molecular conduction in the

where k is evaluated at the mean temperature, (TH + Te)/2.
The average Nusselt number is found by numerically integrating

the local values over the entire plate length

- hL 1 i H
NUL=-=- NULdx

k H 0

The corresponding value of the Grashof number is based on properties
also evaluated at the arithmetic mean temperature.

_____Nomenclature' _

g = acceleration due to gravity
CrL = g{3(TH - Te)L 3/v 2 Grashof number
Crx = g{3(TH - Te)x3/v 2 Grashof number
h = local heat transfer coefficient
Ii = average heat transfer coefficient
H = plate length
II = thermal conductivity
L = plate spacing
NUL = hL/k average Nusselt number
NUL = hllk local Nusselt number

Nux = hxlk local Nusselt number
Pr = via Prandtl number
T = temperature
W = plate width

ex = distance along plate from corner

y = distance normal to plate

a = thermal diffusivity

{3 = coefficient of volumetric expansion

v = kinematic viscosity

(/J = enclosure tilt angle from horizontal

SUbscripts

C = cold plate
d = departure corner
H = hot plate
L = baseC! on L
p = penetration
8 = starting corner
x = based on x
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corners by Eckert and Carlson [5]) the local heat transfer coefficient 
is larger than the average by a factor of at least two indicating a sig­
nificant contribution by convection to the local heat transfer. In 
contrast, at the upper corner of the hot plate and lower corner of cold 
plate (labeled the departure corners), the heat transfer coefficient is 
lower. 

The linear temperature profile along the end spacers of the test 
facility forces the local Nusselt number to approach unity at either 
end. This results in a maximum local Nusselt number near the starting 
corner and a minimum near the departure corner. This behavior 
generally occurs within 1.27 cm of the corners and has been neglected 
in obtaining local Nusselt number correlations for flow in the con­
duction and laminar boundary layer regimes. 

The local heat transfer near the ends is a function only of the plate 
spacing and the local distance from the corner, and independent of 
the plate length. Eckert and Carlson [5] found for vertical orientations 
that the local Nusselt number in the starting corners could be corre­
lated in terms of the distance from the corner by 

Nux 
; CxGrx (3) 

The local heat transfer coefficient decreases until it reaches a point 
where the local Nusselt number, Nu/,, equals unity. This distance is 
called the penetration depth, xp, and Eckert and Carlson present a 
detailed procedure for finding the penetration depth and the average 
heat transfer in the corner for vertical enclosures. The penetration 
depth is the distance it takes for the local value to reach the center 
value. The penetration depth and the average Nusselt number over 
the penetration distance are correlated as 

xPlS/L = C2GrL'",mL,s = C3 (4) 

The present results are also correlated on this basis, and the coeffi­
cients as a function of tilt angle are given in Table 1. The results for 
90 deg agree within 15 percent of those from [5]. 

In the departure corner, the local heat transfer is a function of both 
distance from the corner and plate spacing. Following the form de­
veloped by Eckert and Carlson for vertical enclosures, the present 
results can be represented as 

xp,d/L = C2GrL°-76, Nu*,d = CiGrx"GrL-0Bs, NuL.d = C3 (5) 

where x is the distance measured from the corner. The coefficients 
are given in Table 2 where the values for 90 deg agree within 15 per­
cent of those from [5]. 

2 Laminar Boundary Layer Regime. For Grashof numbers 
beyond the critical value, the flow becomes unstable and buoyancy 
driven laminar boundary layers form on the hot and cold surfaces. For 
small Grashof numbers the thermal boundary layers build up in a 
manner similar to flow over vertical flat plates in an infinite medium. 
The boundary layers are relatively thick and merge together in the 
center of the cavity. An analysis of interferograms taken under these 
conditions shows that the major portion of the heat transfer from one 
plate to another occurs by convection in the boundary layers while 
in the center a small fraction is transferred by conduction across the 
flow. 

Table 1 Coefficients for use in equations (3) and (4) 
for the starting corner, conduction regime 

<t> 
90 
75 
60 
45 

Ci 

0.31 
0.30 
0.30 
0.26 

n 

0.21 
0.21 
0.21 
0.21 

c2 
0.048 
0.043 
0.043 
0.031 

m 

0.54 
0.54 
0.54 
0.54 

c3 
1.62 
1.62 
1.62 
1.62 

Table 2 Coefficients for use in equations (5) for the 
departure corner, conduction regime 

4> 
90 
75 
60 
45 

c2 
0.0035 
0.0051 
0.0030 
0.0027 

n 

0.4 
0.4 
0.4 
0.4 . 

Ci 

3.09 
2.85 
3.20 
3.27 

c3 
0.83 
0.83 
0.83 
0.83 

0.2 0.3 0.4 0.5 
X / H 

0.7 0.8 0.9 1.0 

Fig. 4 Local heat transfer coefficient along the surface of a vertical enclosure 
for laminar boundary layer regime 

Fig. 4 shows local heat transfer coefficients in the laminar boundary 
layer regime for three aspect ratios. At the lower aspect ratios, the local 
Nusselt number continuously decreases with distance along the plate. 
In this case the average heat transfer is not accurately reflected by 
the local values at the center of the enclosure. This is called the 
transition region of the laminar boundary layer regime. 

At increased aspect ratio, or for higher Grashof numbers, the in­
dividual boundary layers on the hot and cold surfaces are separate. 
The region between the boundary layers is thoroughly mixed by eddy 
diffusion. The local Nusselt number is uniform in the center of the 
enclosure, and the average value equals the local value at the center. 
This is called the fully established region. 

Continuous observation of the temperature profiles shows that the 
boundary layers are laminar. In the center of the cavity, continuous 
mixing occurs and eddies can be seen to randomly separate from the 
outer edges of the layers and disappear into the core. This results in 
large scale perturbations of the temperature profiles near the walls, 
and the profile across the cavity varies with time. Eckert and Carlson 
and DeGraaf and van der Held have also noted these fluctuations in 
the core and the low frequency fluctuations of the temperature profiles 
in the boundary layer. 

Fig. 2 shows four interferograms taken at random intervals in the 
center of the enclosure for a tilt angle of 75 deg, a plate spacing of 1.9 
cm, and a Grashof number of 26000. These show the large scale mixing 
and unsteadiness in the core. These fluctuations are too large to be 
classified as turbulent eddies and are probably due to local buoyancy 
effects. 

An analysis of free convection under these eddying conditions re­
quire multiple pictures to obtain an average local Nusselt number. 
Pictures were taken at random, different times, and the average local 
value was obtained from averaging the individual values. The average 
local Nusselt profiles along the surface are essentially constant in the 
center section where the major eddy effects occur. Near the ends 
where the flow is developing, the local values do not fluctuate. 

Fig. 5 shows a typical local Nusselt number profile. The data points 
are shown for a typical local Nusselt number profile. The data points 
are shown to demonstrate the large fluctuations of the local Nusselt 
number in the center. The constant value of the average Nusselt 
number in the center of the enclosure indicates that the average local 
wall heat flux is a constant. Therefore, there is no boundary layer 
growth or convection along the surface and the transport mechanism 
is eddy diffusion across the channel. The average value of local Nusselt 
number was consistently found to be nearly constant in the center of 
the enclosure for all angles of tilt, even though the instantaneous 
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Fig. 5 Fluctuations of local heat transfer coefficient for vertical enclosure 
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Fig. 6 Local heat transfer coefficients for starting corner, laminar boundary 
layer regime 

Table 3 Coefficients for use in equation (3) for the 
starting corner, laminar boundary layer regime 

<fi 
90 
75 
60 
45 

Ci 

0.34 
0.29 
0.23 
0.24 

n 

0.22 
0.23 
0.24 
0.24 

values fluctuated considerably. 
The local Nusselt number in the starting corner can be correlated 

in the same manner as for the conduction regime. The characteristic 
distance is again the distance from the starting corner. The results 
are presented in Fig. 6 for tilt angles of 45,60,75 and 90 deg and aspect 

\0H 10° 10° 10' 
LOCAL GRASHOF N U M B E R ,Grx 

Fig. 7 Local heat transfer coefficients for departure corner, laminar boundary 
layer regime, <j> = 90 deg 

Table 4 Coefficients for use in equation (6) for the 
departure corner, laminar boundary layer regime 

10 

8 

6 

4 

4> 
90 

L(cm) 

1.9 
2.54 
3.14 
3.81 

Ci 

0.01 
0.0084 
0.0079 
0.0077 

</> 
75 

60 

45 

L(cm) 

2.54 
3.81 

2.54 
3.81 
A l l 

Ci 

0.0096 
0.0078 

0.011 
0.0092 
0.014 

ratios of 9 to 24. Data for both the transition region and the region 
dominated by the eddy diffusion effect are included. A least squares 
fit of the data to equation (3) results in the constants given in Table 
3 which fit the data to within ±5 percent. 

Attempts to correlate the local variations of the heat-transfer 
coefficient at the departure end are complicated by the fact that there 
is an effect of plate spacing as well as tilt angle. All tests using the same 
plate spacing correlate regardless of GIL and the plate length, and a 
nondimensional quantity using the plate spacing could not be found. 
The results for tilt angles of 90 deg and four plate spacings are shown 
in Fig. 7. The variation with plate spacing is greatest for 90 deg, and 
the results for 45 deg for all spacings are the same. 

The resulting correlation for a given plate spacing is: 

Nu •x.d 
: CxGr, (6) 

where Ci is a function of plate spacing and angle as given in Table 4 
for the different tests, and n equals 0.44 for all tests. 

For tilt angles less than 90 deg the penetration depth in the starting 
and departure corners becomes progressively smaller as the angle is 
decreased. This is due to the increasing component of the buoyant 
force perpendicular to the wall which promotes faster development 
of the boundary layers. At angles of 45 deg and 60 deg the end effects 
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occupy approximately the same area and play less of a role in the total 
heat transfer. For all runs at 45 and 60 deg the end effects failed to 
penetrate to the center of the enclosure for aspect ratios greater than 
12. This suggests that the measurements of Hollands, et al. [8] in 
which the heat transfer is measured only in the center of the enclosure 
are valid over this range of tilt angles. 

At angles near vertical the disturbance caused by the corners oc­
cupies a much larger portion of the enclosure and may in fact occupy 
the whole area. It is to be expected that significant effects of aspect 
ratio on the local heat transfer coefficient would be evident at these 
angles. As shown in Pig. 4, for the vertical orientation at a Grashof 
number of 93,000, a decrease in aspect ratio from 18 to 14.4 to 12 
changes the flow regime from the fully established region to the 
transition region in the laminar boundary layer regime. 

Average Heat Transfer Results 
The average heat transfer coefficient, evaluated by integrating the 

local values over the plate length, is a function of Grashof Number 
and aspect ratio. The effect of the aspect ratio is determined by the 
penetration depth of the disturbances in the starting and departure 
corners. For very large enclosures, these disturbances each occupy 
a relatively small area and are separated by a region in which NUL is 
essentially constant. For small enclosure lengths, the disturbances 
occupy a proportionately larger area, and a length is reached where 
the entire enclosure is occupied by end effects. For a fixed plate 
spacing and Grashof number, the end effects occupy a smaller portion 
of the collector area as the angle from the vertical increases. 

1 Conduction Regime. The average Nusselt number in the 
conduction regime can be directly computed because the Nusselt 
number in the center of the enclosure is unity provided that the end 
turnaround regions do not penetrate to the center section. The average 
heat transfer coefficient along the plate surface evaluated using 
equation (2) yields 

NUL = 1 + (NUL,S - lXxp,s/L)(L/H) + (Nu£,d - l)(xp,dIL)(L/H) 

(7) 

Equations (4) and (5) can be substituted into (7) to determine the 
average heat transfer rate in the conduction regime. 

Equation (7) demonstrates that although the local value in the 
center section is unity, the average value may be different from unity 
due to the end effect. For the experiments of Hollands, et al. [8], in 
which the heat transfer is measured only in the center five in. of the 
enclosure, NUL would be found to be 1, while equations (4,5) and (7) 
would yield values a few percent greater than unity. This demon­
strates that if the enclosure is not sufficiently long the net heat 
transfer in the corners can contribute significantly to the total heat 
transfer. 

2 Laminar Boundary Layer Regime. Heat transfer in the 
boundary layer regime is complicated by the fact that there are two 
distinct flow patterns. In the transition region the boundary layers 
join together and in the fully established region the boundary layers 
are separated by a mixed core. For the fully established regime, NUL 
has been found to be equal to the local Nusselt number at the center 
section of the enclosure within the accuracy of the data. 

For flow in the transition region Nuj, is a continuously decreasing 
function of distance from the starting corner. There is significant heat 
transfer by convective transport in the boundary layer and conductive 
transport across the center. There is also a significant aspect ratio 
effect on the local profile as evident in Fig. 4, but the integrated av­
erage Nusselt number does not vary significantly with aspect ratio 
for the range studied. For smaller aspect ratios, the local coefficient 
in the starting corner is higher than that at larger aspect ratios while 
in the departure corner, the reverse is true. The net effect is to bring 
the averages for different aspect ratios into close agreement (within 
four percent). An effect of aspect ratio of the magnitude suggested 
by [6] and [7] has not been noted. 

Fig. 8 shows a comparison of the integrated local Nusselt numbers 
with correlations of previous investigations for tilt angles of 45 and 
90 deg. The present results fall midway in the range of the reported 

correlations and there is general agreement within about 10 percent. 
There has been no aspect ratio effect determined from these stud­
ies. 

An examination of the effect of tilt angle on the average Nusselt 
number shows a continuously decreasing function as the tilt angle 
increases beyond 45 deg. This is in contrast to the results of [1] where 
a definite minimum was noted at an angle of approximately 70 deg 
and to [11] and [12] which suggest that the results for the vertical 
cavity can be scaled to as low as 70 deg by Gr/, Pr sin 0, which results 
in an average Nusselt number which increases with angle. This dif­
ference can, in part, be attributed to differences in aspect ratio range. 
The experimental results of [1] are for aspect ratiosin the range of 1 
tb 6. The suggestion made in [11] about scaling is based on the results 
from the theoretical two-dimensional analysis of [12], which con­
centrates on aspect ratios of 3 and 10. The present data are for aspect 
ratios of 9 to 36. 

The experimental observation that Nux decreases with tilt angle •'. 
suggests the possibility of scaling the results of the 45 deg enclosure ;< 
to larger angles. The data, correlated'on a purely empirical basis, are ( 
shown in Fig. 9 and can be represented over the range of 45 deg to 90 J 
deg by 

N u t = 0.118[GriPr cos2 (0 - 45)]0-29 
(8) 

Equation (8) fits the data to within ±8 percent over the Grashof 
number range of 4 X 103 to 3.1 X 106, and aspect ratios of 9 to 36. 
Results obtained from this equation agree within 10 percent of [8] and 
[16] at tilt angles of 45 deg and 60 deg. 

Previously, flow regimes for free convection were defined based on 
the temperature distribution across the core of the cavity [5]. In the 
"transition" regime the temperature profile is linear in the center, 
while in the "fully established" regime the temperature gradient is••'• 

GRASHOF NUMBER, GrL 

Fig. 8 Comparison of present average heat transfer results with those of 
previous investigators 
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Fig. 9 Empirical correlation for present results for the range of tilt angles 
of 45 to 90 
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zero at the centerline. It appears more relevant from a heat transfer 
view to define the regimes based on the mechanisms and heat transfer 
behavior consistent with definitions for internal flow. 

In the transition regime, the mechanisms are convection in the 
boundary layer and molecular conduction across the cavity in the core. 
The local heat transfer coefficient continuously decreases with dis­
tance along the surface. In the fully established regime, the boundary 
layers are fully established and heat is transferred by eddy mixing 
across the core. The heat transfer coefficient is uniform along the 
surface in the center of the enclosure. 

Figs. 10 and 11 show the flow regimes on a plot of aspect ratio as a 
function of Grashof number for enclosure angles of 45 and 90 deg. The 
conduction limits are from [7] for 45 deg and [5,7] and [13] for 90 deg. 
Data for the boundary between the transition and fully established 
regimes were generated from visual observations of the fringe pat­
terns. At a fixed aspect ratio, the Grashof number was increased and 
the value at which the steady pattern for the transition regime 
changed to the unsteady motion of the fully established regime was 
observed. The boundary between the two regimes is not a well defined 
line as the change is not abrupt. 

Conclus ions 
The use of interferometry has proven a suitable and accurate means 

to evaluate the two-dimensional temperature fields, and therefore 
the local heat transfer coefficients in inclined flat plate enclosures. 
Correlations have been developed for the local as well as average 
natural convection heat transfer over a range of tilt angles from 45 to 
90 deg. The following conclusions were drawn for this study. 

1 A conduction regime exists for the range of Grz,Pr cos <f> less than 
1709 for tilt angles less than 72 deg, while above this angle the criterion 
is a nonanalytic function of angle [7]. In this regime the convective 
heat transport in the ends of the enclosure can be significant for low 
aspect ratio enclosures. Equation (7) can be used to evaluate the av­
erage Nusselt number. The average heat transfer remains relatively 
constant for tilt angles between 60 and 90 deg. 

2 A laminar boundary layer regime exists for Gr numbers greater 
than the critical value. The flow in this regime can be characterized 
by two distinct regions: (a) the transition region where there is sig­
nificant heat transfer across the center of the enclosure by conduction; 
(b) the fully developed region where the transport mechanism is eddy 
diffusion across the center of the enclosure. 

3 In the transition region the local Nusselt number continuously 
decreases from the starting to departure corner and the average heat 
transfer is not equal to the local value at the center. The local corre­
lations based upon the distance from the corners are not valid to the 
center of the enclosure. 

4 In the fully developed region the flow is highly unsteady in the 
enclosure center, but the average local Nusselt number is uniform. 
The average heat transfer over the entire surface is equal to the local 
values in the center. The local correlations in the starting and de­
parture corners can be extended until they meet the average. 

5 The effect of aspect ratio on the average heat transfer in the 
laminar boundary layer regime is found to be negligible over the range 
studied. The effects of tilt angle and Grashof number can be ade­
quately represented by the empirical correlation 

NuL = 0.118[GrLPr cos2 (0 - 45)]0-29 (8) 

over the range of angles between 45 and 90 deg, Grashof number 
values of 4 X 103 to 3.1 X 106, and aspect ratios of 9 to 36. 
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Unsteady Mixed Convection Heat 
Transfer from a Horizontal Circular 
Cylinder 
A numerical investigation of an unsteady mixed convection from a horizontal circular cyl­
inder is presented. The coupled basic equations of motion and energy are solved for two 
cases l)Re = 100, Gr = 104 and 2) Re = 200, Gr = 5 X 10*. The velocity field and the tem­
perature field around the cylinder are exhibited by streamlines and isotherms at different 
times. The Strouhal number for the shedding of vortices in the wake of the cylinder is cal­
culated. Figures have been drawn to show the variations of the local and the mean Nusselt 
numbers with time. The effects of the presence of free convection are discussed. 

Introduction 

In the area of hot wire anemometry, the ambient fluid current 
is so fast that, generally, the buoyancy effect can be neglected. But 
in the case of slow fluid flow this may not be the case and the cooling 
of wire may be affected by buoyancy forces. Hence, a study of the 
phenomena of heat transfer, when both natural and forced convection 
are important, seems to be of great interest. 

Some studies on the dynamical behavior of the fluid flow past a 
circular cylinder at moderate Reynolds numbers have been reported 
in the literature [1, 2, 3]. The problem of forced convection from a 
horizontal circular cylinder has also been studied by several authors. 
Eckert and Soehngen [4] have presented an experimental study of the 
local heat transfer around a circular cylinder at Reynolds numbers 
20-500, while Krall and Eckert [5] have reported experimental results 
for a wide range of Reynolds numbers 1-5000. Hieber and Gebhart 
[6] have examined the steady-state problem of forced convection by 
the method of matched asymptotic expansions at low Reynolds 
numbers. Krall and Eckert [5] have also presented the numerical re­
sults for the forced convection problem for Reynolds numbers 20-200 
by taking two surface boundary conditions: 1) uniform wall temper­
ature and 2) uniform heat flux. Jain and Goel [7] have studied the 
unsteady problem numerically for forced convection from a circular 
cylinder at moderate Reynolds numbers. 

There are several papers reporting experimental results on the 
mixed convection from a horizontal circular cylinder. When the 
buoyancy forces and the fluid flow are in the same direction, Oos-
thuizen and Madan [8] suggested a correlation formula relating the 
heat transfer due to the forced convection to that due to the mixed 
convection. They [9] also studied the effect of a change in the direction 
of the forced flow on the heat transfer from the cylinder. Sharma and 
Sukhatme [10] have considered a forced flow at right angle to the 
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buoyancy forces. Gebhart, et al. [11] considered the spectrum of 
processes from the forced, through mixed to natural convection from 
long horizontal wires. Sarma and Sukhatme [12] measured the heat 
transfer in cross-flow in forced convection and mixed convection by 
using a modified mixed convection parameter. Nayak and Sandborn 
[13] made an experimental study of heat transfer from small hori­
zontal cylinders in directly opposed forced and free convection 
flow. 

Some authors studied the steady-state problem of mixed convection 
by using approximate methods, Joshi and Sukhatme [14] used a 
coordinate perturbation technique for the case of assisting and op­
posed free and forced convection flows by neglecting the buoyancy 
force term in one of the basic equations. Sparrow and Lee [15] ob­
tained a solution of the problem by expanding velocity and temper­
ature terms in power series. Merkin [16] used a numerical technique 
for the heated and cooled cylinder by taking large Reynolds number 
and Grashof number. 

Unsteady behavior of heat transfer in the case of mixed convection 
has not been reported in the literature. In the present paper, we 
consider the flow of a uniform stream over a horizontal circular cyl­
inder which is held at a constant temperature Tm surrounded by fluid 
at temperature T_, with the fluid flowing in an upward vertical di­
rection. It may be recalled that in the case of mixed convection, the 
momentum equation and the energy equation are coupled, contrary 
to the case of forced convection [7]. This feature introduces additional 
constraints on the numerical method for the solution of the problem. 
We have considered two cases by making the mixed convection pa­
rameter (Gr/Re2) equal to 1 (Re = 100, Gr = 104) and 1.25 (Re = 200, 
Gr = 5 X 104). We have made the Prandtl number Pr equal to 0.73. 

Governing Equations and Boundary Conditions 
We consider two-dimensional unsteady flow of an infinite stream 

of an incompressible viscous fluid past a horizontal circular cylinder. 
The incident stream is uniform and has the velocity U [17] and tem­
perature Ta. The cylinder has the uniform wall temperature Tw > 
T„. Heating by viscous dissipation is neglected and v, K, 0 are as­
sumed to be constants throughout the fluid. The density is assumed 
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to vary with temperature. The equations of motion in cylindrical polar 
coordinates in the nondimensional form, after applying Boussinesq's 
approximation [18], are given by 

» l « , f l .2 Gr rdT . 1 dT 
_ _ + = v 2 f + 4 — sin 0 + cos i 

dt r d(r, 0) Re Re2 I d0 r d0 

f=-vV 
dT ( 1 d(ft T) 

dt r d(r, 0) R e P r 
v 2 T 

(1) 

(2) 

(3) 

where 

„ d2 I d I d 2 

v 2 = — + + — — , 
dr2 r dr r2 d02 

_ ld$ _ _^t 

r da ' dr 

Reynolds number Re : 

Grashof number Gr 

Prandtl number Pr : 

2a U 

v 

gP(Tw - T„)a* 

u2 

v_ _ V£p_ 
a~ K 

Transforming the independent variable r by £ = log »• and the de­
pendent variable \p by the relation f = r sin 0 + 0, equations (1-3) take 
the form 

he 2< h e < — sin 0 cos I 
dt d(?,0) ld0 d£ 

2 Gr r r d T dT 
= Afe-2* + 4 e-« — s i n « + — cos 0 (4) 

Re Re2 d£ d0 r 

f = -e~2S A0 

dT , _ w d(0, T) , _ , | d T . dT 
h e li he - — s i n 0 cos I 

dt d(£, 0) I d0 d£ 

where 

d2 d2 

A = — + 
d£2 d02 

R e P r 

(5) 

e-2£AT (6) 

The initial and boundary conditions are [7] 

d0 
t > 0; on | = 0, 0 = • 

on £ = 2, c 

- s in 0, T = 1 

T = 0 

(7) 

(8) 

For computational work, we take a circular domain of radius exp(2) 
in the physical plane [17]. By taking 2 = TT, exp(7r) = 23.14069 which 
is sufficiently large for assuming \p and T to be very small on this 
boundary. Condition (8) has been derived by making use of this as­
sumption. 

N u m e r i c a l M e t h o d 

The region of computation is a rectangle in (£, 0)-plane [17]. It is 
discretized by a squared grid with mesh size h(= ir/60) in both £ and 
0-directions. The step size in time is denoted by At. After making some 
numerical experiments for the stability of the numerical scheme, At 
was fixed at 0.03 for Re = 100, Gr = 104 and 0.04 for Re = 200, Gr = 
5 X 104. 

We used the Alternating Direction Implicit scheme [19] to find 
numerical solutions of equations (4) and (6). Equation (5) is solved 
by the SOR scheme [20]. The wall vorticity is calculated by 

f2(02 +s in 0) 2s in0 . 
fo = - 1 ^ ^ s l n 9 

\ h2 h 
(9) 

where the suffix 0 refers to a point on the surface and the suffix 2 refers 
to a point at distance h above the surface in the (£, 0) -plane. 

In the following discussion, we shall refer only to the finite differ­
ence forms of equations (4,5) and (6). The first and the second finite 
difference equations approximating (4) are labelled (4a) and (46). 
Similarly, we denote the ADI finite difference equations approxi­
mating (6) by (6a) and (66). 

These equations are solved by the following procedure: 
Step 1: At t = 0 

1 Calculate <j> at all the interior points from (5), 
2 Compute fo from (9). 

Step 2: At t = At/2 
1 Calculate T from (6a), 
2 Compute f from (4a). 

Step 3: At t = At 
1 Calculate T from (66), 
2 Calculate f from (46), 
3 Obtain <t> from (5), 

- N o m e n c l a t u r e 

a = radius of the cylinder 
Cp = specific heat at constant pressure 
D = diameter = 2a 
/ = shedding frequency 
g = acceleration due to gravity 
hg = local coefficient of heat transfer 
K = thermal conductivity 
p = pressure 
f = distance polar coordinate 
t = time 
T = ambient temperature 
T„ = free stream temperature 
Tw = constant wall temperature 
U = free stream velocity 
u = velocity component in f- direction 
v = velocity component in 0-direction 
a = thermal diffusivity 
i8 = thermal coefficient of expansion 
P = fluid density 
M = viscosity 
v = Kinematic viscosity 
0 = angular coordinate 

\p = stream function 
f = vorticity 
Nondimensional Quanti t ies 

Co = total drag = CDp + CDf 

CDP ~ drag due to pressure 
CD/ ~ drag due to friction 

g@(Tw - TJa3 

Gr = Grashof number = 
vl 

h - mesh size 
Nu = Nusselt number for mixed convec­

tion 
Num = mean Nusselt number for mixed 

convection 
Nu/„r = mean Nusselt number for forced 

convection 
Pr = Prandtl number = via 

• distance coordinate = • 

Re = Reynolds number = -

a 

2aU 

fD 
s = 

t = 

T 

u -

v = 

= Strouhal number = — 

iU 
= time = — 

a 
T-Ta 

= temperature = 
I W ~ i CD 

u 
= velocity component = — 

, . v 
= velocity component = — 

f = vorticity ; 

U 
fo = vorticity on the surface of the cylinder 
0 = angular coordinate 
<p = stream function = \j//aU 
(j> = perturbed stream function 
2 = length of rectangular domain 

d2 d2 

A = + 
d£2 d02 

£ = logr (transformation) 
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4 Obtain f0 from (9). 
Then step 2 and step 3 are repeated for further use. 

Nusselt Number, Pressure and Drag 
The heat exchange between the cylinder and the fluid is measured 

by means of the local coefficient of the heat transfer he. Once the 
temperature distribution around the cylinder becomes known, the 
local heat transfer coefficient can be evaluated by the following for­
mula: 

Nu(0) 
2hga -2(51) 
K lK?>Z/k= 

Then the mean Nusselt number is calculated by 
• 2ir 

Nu, - JL f2 

2vr J O 
Nu(0)d0 

(10) 

(11) 

The pressure on the surface of the cylinder p(0)r=i is calculated 
from 

60 I {=o Red£l{=o Re2 

Total drag is computed by the formula 

sin0 

CD - CD„ + C, Of' 2 Jo 
p cos 6 d8 

__2_ p2 

Re Jo 

(12) 

fo sin 0 dd (13) 

Results and Discussion 
By using the numerical technique, the flow characteristics and the 

heat transfer are computed for two sets of values of the Reynolds 
number and Grashof number: (1) Re = 100, Gr = 104 and (2) Re = 200, 
Gr = 5 X 104. 

Streamlines and Isotherms 
Figs. 1(a), 1(b) and 1(c) illustrate the phenomena of vortex 

shedding and the pattern of streamlines at Re = 200, Gr = 5 X 104. 
In the early stage of the flow, a symmetrical pair of eddies in the wake 
is observed [17]. At t = 2.8, we have an S-shaped pattern of stream­
lines along with a longer eddy on the left and a smaller one on the right 
in the wake (Fig. 1(a)). The longer vortex loses strength, breaks down 
and starts diffusing into the main stream while the smaller one grows 
larger. This is depicted in Fig. 1(6) at t = 5.2. At t = 6.4, we find that 
the left vortex has grown fully and moved towards the central line (Fig. 
1(c)). On performing further computations, we found the formation 
of a small vortex in the left region of the wake. 

Fig. 2 shows the isotherm patterns at t = 2.8,5.2 and 6.4 for Re = 
200, Gr = 5 X 104. It is found that the asymmetry in the streamline 
pattern in the wake gives rise to an unsymmetrical isotherm pattern. 
As the process of the shedding of vortices sets in, a significant dis­
tortion in the symmetry of the isotherm pattern around the cylinder 
is observed. We find that this change in the pattern of the isotherms 
takes place only in the wake region. 

Fig. 1(a) Streamline pattern at lime » = 2.8, Re = 200, Gr = 5 X 104 Fig. 1(b) Streamline pattern at time f = S.2, Re = 200, Gr = 5 X 10* 
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Fig. 3 Pressure distribution on the surface, Re = 200, Gr = S X 10" 

Fig. 1(c) Streamline pattern at time ( = 6.4, Re = 200, Gr = 5 X 104 
Fig. 4 Vorticity on the surface of the cylinder, Re = 200, Gr = 5 X 10" 

Fig. 2 
104 

Isotherm patterns at time t = 2.8, 5.2 and 6.4, Re = 200, Gr = 5 X 

Strouhal Number 
The Strouhal number is taken as S = f.D/U, where/ is the shedding 

frequency on one side, D is the diameter of the cylinder and U is the 
characteristic velocity. Comparing the Strouhal numbers (0.15, at Re 
= 100, 0.17 at Re = 200) computed by Jain and Goel [3] with the 
present results (0.166 at Re = 100, Gr = 104 and 0.192 at Re = 200, Gr 
= 5 X 104), we find that the shedding of vortices is faster in the case 
of mixed convection. 

Pressure and Drag 
The distribution of the pressure and the vorticity on the surface 

of the cylinder are shown in Figs. 3 and 4, respectively. We compare 
these results with those given by Jain and Goel [3]. It is found that the 
presence of the free convection gives rise to more surface vorticity (in 
magnitude). The maximum and minimum values of fr=i are 18.524 
and -19.254 (t = 6.4, Re = 200, Gr = 5 X 104) while the corresponding 
values obtained by Jain and Goel [3] are 16.6 and -15.6 {t = 16.4, Re 
= 200). 

By examining the values of the pressure at the front and the rear 
stagnation points as computed by Jain and Goel [3] and our results, 
it is found that the presence of the free convection increases the 
pressure on the surface of the cylinder. 

In Fig. 7, the variations of the total drag and the distribution of the 
mean Nusselt number with time are shown at Re = 100, Gr = 104 and 
Re = 200, Gr = 5 X 104. On comparing the values of CD [3] with our 
results, it is found that the total drag increases due to the presence 
of the free convection. The curves for the drag and the mean Nusselt 
numbers have fluctuations which can be attributed to the oscillatory 
behavior of the flow for large t. 

Heat Transfer 
The distribution of the local Nusselt number for both cases at dif­

ferent times is presented in Figs. 5 and 6. The phenomenon is periodic 
in time and we have presented the computational results for the half 
cycle. The examination of these figures yields the following results: 
The maximum heat transfer occurs at the forward stagnation point 
while the minimum heat transfer takes place at a point in between 
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Pig. S Local Nusselt number, Ho - 200, Or - S X 104 

the rear stagnation point and the point of separation. In Table 1, it 
is seen that in the case of mixed convection, the separation of the 
boundary layer is delayed as the buoyancy forces accelerate the fluid 
motion in the layer and so reduce the deceleration of the fluid caused 
by the adverse pressure gradient. This result conforms with the re­
sults obtained by Merkin [10], 

The distribution of the Nusselt number on the lower part of the 
cylinder up to the points of separation is found to be almost sym­
metric. The shedding of vortices gives rise to an asymmetry in the 
distribution of the Nusselt number in the wake region. 

The Nusselt number distribution on the surface of the cylinder 
remains almost symmetrical except in the wake region where asym­
metry is found. It is found that the distribution of the local Nusselt 
number is skewed towards the left side in the wake region, the skew-
ness is more pronounced for Re • 200, Gr » 6 X 104 compared to the 
case of Re s 100, Gr s 104. A comparison of these figures with those 
for the forced convection (cf. Jain and Goel [7], Pig. 5), shows that 
mixed convection gives rise to more skewness in the distribution of 
the local Nusselt number. Thus, we find that the shedding process 
introduces more asymmetry in the heat transfer phenomena in the 
wake region for the mixed convection flow compared to the forced 
convection case [7]. A striking feature of the distribution of the local 
Nusselt number for the mixed convection is its fluctuations along the 
line of symmetry in the wake at Re - 200, Gr - 5 X 104. These fluc­
tuations are absent at Re - 100, Gr = 104. The local Nusselt number 
in this region increases from t - 1.5 to the peak value at t = 6.0 for Re 
= 100, Gr = 104. For Re - 200, Gr = 5 X 104, it increases from t = 1.2 
till t - 2.8 and then starts decreasing till t = 5.2, After that it again 
increases till t = 6.4. Thus the local Nusselt number in the wake region 
fluctuates with time along the line of symmetry at Re - 200, Gr = 5 
X 104. For the forced convection [7], the local Nusselt number fluc­
tuates along the line of symmetry for both Re = 100,200. Hence, the 
presence of free convection gives rise to more asymmetry about the 
central line and reduces fluctuations along the central line in the 
distribution of the local Nusselt number in the wake region. 
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Flg. 7 Variation of mean Nusselt number and drag with time 

Table 1 Variat ion of the angles of separat ion wi th 
time 

Right 
Re - 200 

Left Right Left 
separation separation separation separation 

Forced 114°-120° 241°-246° 105o-lll° 250°-255° 
convection 
Jain and 
Goel [7] 

Mixed 116°-1220 288°-244° 108°-113° 246°-253° 
convection 
Our results (Gr = 104) (Gr = 104) (Gr = 5 X (Gr = 6X 

104) 104) 

Oosthuizen and Madan [6] have derived an empirical formula for 
the heat transfer rate, 

, ! + 0 . 1 8 ^ - 0.011 (2L\* (14) Nu„ 
Nu,or VRe2/ VRe2/ 

where Num is the mean Nusselt number for mixed convection and 
Nu/0r is the mean Nusselt number for forced convection. Using this 
formula and the values of Nu/or, we have calculated Num; these values 
are compared with our computed values as presented in Table 2. It 
is found that our computed results are in good agreement with the 
correlated values derived from [14]. 
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Table 2 
Nufo r N u m from equa t ion (14) 

' R e = 100 Re = 200 
Authors Re = 100 Re = 200 Gr = 104 Gr = 5 X 104 

Hilpert[21] 5.25866 7.26365 6.14737 8.77313 
Eckertand 5.23 7.21822 6.11387 8.71826 

Soehngen [4] 
Jain and Goel [7] 5.52 7.63 6.45288 9.21560 
Our results — — 6.612 9.594 

(computed) ( computed) 
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Effects of Multiple Sources in the 
Contact Conductance Theory 
An analysis of regularly spaced disk sources on the surface of a semi-infinite body is given 
and related to steady-state contact conductance theory. It is shown that simple superpo­
sition utilizing the steady-state temperature distribution for a single typical disk source 
is not valid since a steady state does not exist for the temperature resulting for an infinite 
number of regularly spaced sources on the surface of a semi-infinite solid. A novel analysis 
is presented that treats the transient surface temperature in such a manner that a steady-
state conductance is derived. The conductance results are compared with those obtained 
by Yovanovich who use a complementary analysis. The method of analysis can be applied 
to other disk spacings and to random distribution of contacts. Also considered is the case 
of contact radius being a uniformly-distributed random variable which yielded the results 
of increased contact resistance compared to that using the average contact radius. 

Introduction 

In the theory of analysis of contact conductances it is assumed that 
there are a large number of contacts which are regularly spaced. A 
basic building block in the analysis is the investigation of a single 
contact. This contact might be over a small circular area on the surface 
of a semi-infinite body where a constant heat flux is sometimes as­
sumed. For a single contact a steady-state temperature distribution 
exists. When, however, an infinite number of regularly-spaced disk 
sources are introduced into the surface, a steady state does not exist 
for a semi-infinite body. This paper presents a study accounting for 
a transient effect when an infinite number of circular sources are used. 
In the usual analyses of the contact conductance, this effect is not 
considered. A random distribution of the contact radius is also in­
vestigated. 

Analysis for Average Contact Temperature 
The temperature at the center of a disk source due to the heating 

of that source and all others is to be found. After the analysis for the 
center temperature is completed, it is then extended to provide the 
average surface temperature at a source. The geometry being con­
sidered is shown in Fig. 1. The temperature at the center of a typical 
source labeled "starting disk source" is to be found. The disk sources 
each of radius ft are arranged in a square pattern with a spacing dis­
tance 8. 

Rather than attempting to directly superimpose the temperature 
rises on the center of the starting disk source for an infinite number 
of sources, the sources are considered in two groups: a) those in the 
region near the starting source and b) those away from the starting 
source. Thus this part of the analysis has two distinct components. 
For the region near the starting source the analysis is tractable since 
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only a finite number of sources are included. For the region away from 
the starting source, the temperature rise at the center of the starting 
source due to the infinite number of equally spaced sources in this far 
region can be approximated by the temperature produced by uniform 
heating over the far region with a heat flux that is the average of that 
produced by the sources. For both regions the temperature distri­
butions of interest are for very large times; for the near region this 
happens to be a steady-state solution but the far region does not have 
a steady solution. After the two components of the temperature added, 
the correct temperature is found by letting the near region become 
ever larger, approaching infinity in the limit. 

The fact that an infinite number of regularly spaced sources on the 
surface of a semi-infinite body does not have a steady-state temper­
ature solution is not obvious. Analyses of contact conductance have 
not included this aspect, in some cases because the investigators were 
not aware of it. For these reasons, before directly proceeding with the 

W—-—>\ 

disk source of radius R 

starting disk source 

- ^ -

Fig. 1 
body 

An infinite array of disk sources on the surface of a semi-infinite 
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analyses, the nonexistence of a steady state is shown. The infinite 
array of sources shown in Fig. 1 can be imagined as being an infinite 
number of lines of sources. If a series of sources regularly spaced along 
a line does not produce a steady-state solution, then certainly no 
steady state temperature exists for the complete infinite array of 
sources shown in Fig. 1. 

Yovanovich [1] has shown for a semi-infinite body that the steady 
surface temperature at a radial distance r measured from the center 
of a circular area having a heat flux q is 

T , m T _ 2 qR E(K)-(1-K2)K(K) 
1 (r, 0) — 1 «, = K 

\ 9 
(1) 

where K(K) and E(K) are the complete elliptic integrals of the first and 
second kind. The modulus K is defined to be R/r and is less than one 
since here r > R is assumed. The thermal conductivity is denoted X 
and T„ is the temperature at a large distance from the source. For 
small values of K, T(r, 0) can be approximated by 

™-'-£N(=n (2) 

Hence for R/r < 0.1, T(r, 0) can be approximated with an error of less 
than 0.125 percent by 

qR2 

2\r 
T(r, 0) - T„ « - (3) 

The temperature at a point due to sources along a line at r = ±5, ±28, 
± 3 8 , . . . and z = 0 is 

- qR2 

T = 2 I - — + T„, 
i=i2\iS 

(4) 

where 5 > 10ft. This series is nonconvergent. Physically this means 
that there is no steady-state solution for a series of disk sources ar­
ranged along an infinite line. Since the geometry shown in Fig. 1 can 
be formed by an infinite number of lines, no steady-state solution 
exists for this distribution of sources on a semi-infinite body. 

Consider next the temperature analysis for the near region. The 
steady temperature at the center of the starting source is to be found 
for the disk sources inside the square region bounded by x = ±(re + 
ll2)b andy = ±(ra + V2)S where n is a finite positive integer. For con­
venience temporarily assume that 8/ft > 10 so that (3) can be used for 
simplicity (and without loss of generality) let the temperature T„ be 
equal to zero. For the starting source the center temperature is exactly 
[1] 

' start, source " 
qR 

X 
(5) 

For the sources along the x and y axes and also on the diagonals 
passing through the starting source, the resulting temperature at the 
center of the starting source is 

Tx,y,diaB
 = 2r7(2 + V2) £ -

X 0 ;=i i 
(6) 

When the temperature contributions due to all the near sources in-

surface of a 
semi-infinite body 
heated except the 
square region with 
a uniform heat flux . 

(»n+1|'> 

Fig. 2 Region away from the starting source that is considered uniformly 
heated 

eluding those neither on the axes or diagonals are considered, the 
steady temperature (or equivalently, the very large time solution) at 
the center of the starting source is 

oft ( ft T ^ " 1 "-1 " ~h 
TNear = V U + T (2 + V^) E T + 4 £ £ (i* + j 2 ) ^ ' 2 

XI JL i=i I j=i j=i+i J J 

(7) 

For the far region the temperature of the center of the square in­
sulated region shown in Fig 2 is needed. The outer region is heated 
with the average flux of qe which is 

Oe1 
•wR2 

b2 (8) 

with q being the flux over the disk regions in Fig. 1. The temperature 
can be found by the superposition of the surface temperature of a 
semi-infinite body heated over the entire surface, 

T..i. (9) 

(where p is density, c is specific heat and t is time) and the tempera­
ture due to the heat flux — qe over the square area which can be found 
in [1] to be 

- q e [ ( 2 n + l ) S ] 2 , 
- In tan 

3TT 
(10) 

which represents the temperature depression due to a square sink. 
Equation (9) is a solution that is valid for all times and (10) is valid 
only for very large times. 

The temperature for large times at the center of the starting node 
is then the sum of those given by (7, 9) and (10) which is 

•?( 1 + 
ft T r- " 1 "~1 " 
7 (2 + %/2) £ T + 4 i ; £ (£2 + ;2)-i/2 

;=i /=;+i 

r-n-XS~|1/2 , ~ll 
+ 2 - 2(2n + 1) In tan (3ir/8) (11) 

-Nomenclature-

A = area 
b = multiplying factor for 5 or radius of cyl­

inder in [3] 
c = specific heat 
E{K) = complete elliptic integral of the second 

kind 
K(K) = complete elliptic integral of the first 

kind 
L = depth in 2-direction 
o = uniform heat flux over a disk source 
qe = equivalent heat flux defined by equation 

(8) 

Q = total heat flow 
r = radial coordinate measured from center 

of starting source 
ft = radius of a disk source 
R = contact resistance 
t = time 
T = temperature 
T„ = temperature at a large distance from a 

single disk source 
x = coordinate parallel to semi-infinite sur­

face, (see Fig. 2) 
y = coordinate parallel to semi-infinite sur­

face 
2 = coordinate normal to semi-infinite sur­

face 
Pi = parameter value in equation (16) 
5 = spacing distance between center of adja­

cent contacts 

K = R/r 
X = thermal conductivity 
p. = mean value ofR 
P = density 
a = standard deviation 
4> = dimensionless contact resistance 
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Notice that in deriving (11), steady-state and transient solutions were 
not arbitrarily superimposed; instead, long time solutions for both 
the near and far regions were added together. 

T h e r m a l Cons tr i c t ion A n a l y s i s 
A common definition of thermal constriction resistance is 

T a b l e 1 V a l u e of t e r m s in b r a c k e t s of e q u a t i o n (15) 

R ' = -
T-T„ 

Q 
(12) 

where T is the average temperature over a disk contact area, T„ is the 
temperature far from the heated surface and Q is the total heat flow 
rate for a large surface area A. This definition is not convenient for 
this analysis because the temperature difference in (12) changes with 
time. Instead a relation is used that comes from steady state analysis 
of composite systems [2], 

T-T(z = L) 
Q = (13) 

T 
+ R 

XA 

where L is some finite z distance that is large compared with R. For 
a transient problem in a semi-infinite body the temperature difference 
T — T(z = L) approaches for sufficiently large times a constant value 
for finite L. For large times the temperature at z = L is equal to the 
temperature of the heated surface for a uniform heat flux of qe minus 
a temperature drop of oeL/X. (Note that Q/A = i r f lVa 2 . ) Then T{z 
= L) is equal to 

t 11/2 qeL 

X 
(14) 

Xpc7rJ 

in (13) and solving for the dimen-

T(z = L) = 2qe 

Next introducing (14) with A = I 
sionless resistance \p gives 

I f RV r~ " 1 n-l n 
^ = \RR = ~ 1 + - (2 + V2) E T + 4 E L (i2 + ; ' 2 ) - 1 / 2 

T I 0 L i = l I ,'=1 ; = I + 1 

- (4ra + 2) In tan — 11 (15) 

It is worth noting that the two summation terms in (15) and the 
subtracted term involving In tan correspond to the difference of a) 
the temperature at the starting point due to uniformly distributed 
disk sources over the square region inside x = ±(n + y2)<5, y = ±(re + 
Va)̂  (omitting the starting source) and b) the temperature at the same 
point due to a uniform equivalent heat flux over the same square re­
gion. 

Several things have to be done to (15). First the value of the term 
inside the brackets of (15) is needed as re becomes large. Calculated 
values are shown in Table 1. Notice that the value for re = 1 is only 
about four percent different from that for re = 2000. Nevertheless even 
for the largest re shown the value is slowly changing. Because of this 
slow change in the value, the converged value for re -» <= is estimated 
using the following approximation for the term in the brackets of 
(15). 

3i + /32 n-1 + 03 n~ (16) 

Various combinations of re are used to get the extrapolated value for 
n -* co, which is ft in (16). See Table 2. Notice that using re = 10, 25 
and 50 gives a more accurate approximation for re -> °° than re = 2000 
which involves about 1200 times as much computation since the cal­
culations go up as re2. It appears that the extrapolated value is 
-1.95013246. It is necessary to use double precision on the CDC 6600 
(normally using about 15 significant digits) to obtain this answer. If 
single precision values are compared with those in Table 1 which gives 
double precision values, differences would be observed in the fifth 
decimal place for re = 1200 and in the fourth for re = 2000. This would 
cause the extrapolated values of Table 2 to change in the fourth dec­
imal place while with double precision, differences are noted only in 
the eighth decimal place. 

Another improvement in (15) is to use the average temperature at 
the starting source which is influenced by the distribution of tem­
perature over the starting source itself as well as for all other sources. 

re 
1 
2 
3 
4 
5 
6 
8 

10 

Value 
-1.87403 
-1.90356 
-1.916674 
-1.924045 
-1.928762 
-1.932037 
-1.936285 
-1.938920 

re 
25 
50 

200 
800 

1000 
1200 
1500 
2000 

Value 
-1.945519 
-1.947813 
-1.949544675 
-1.949985238 
-1.950014668 
-1.950034292 
-1.950053919 
-1.950073549 

T a b l e 2 E x t r a p o l a t e d v a l u e s us ing e q u a t i o n (16) 

- Used re values 

10, 25, 50 
200, 800,1000 

800,1000, 1200 
1000,1200,1500 
1000,1500, 2000 

Extrapolated value 

-1.950154 
-1.9501324599 
-1.9501324588 
-1.9501324564 
-1.9501324600 

The major correction is to use the average temperature for the starting 
source itself; from [1] the average temperature is 8/37r times the right 
side of (5) and hence the unity value just inside the brace of (15) is 
replaced by 8/3JT. 

Another improvement in (15) is to account for the average tem­
perature effect from each other source. This is done for values of Rib 
up to about 0.3. In addition, the effect of the sources being disks is 
included. For a single disk source located at bb from the starting source 
the resulting average temperature over the starting disk is about 

m qR2 T 1 / f i \ 2 1 , , 
T » - — l + - ( — ) 17 

2X65 L 8\bb/ J 
so that the correction is (R/bb)2l8. For all the sources (except the 
starting one) this gives a correction of 

Vs ( 7 ) T ( 2 + 2-1 '2) £ £-3 + 4 "f' £ (i2 + ; 2 ) -3 / 2 ] (18) 
\ o / L j=l ; = i j = ; + 1 J 

which for large n is 0.56460(fl/6)3. 
Finally putting all these corrections into (15) gives 

•l\r-
R 

1.95013246- + 0.56460 
6 

R /R\3 
•• 0.270190 - 0.620746 - + 0.17972 | 

5 

(19a) 

(19ft) 

The effect of the corrections is to reduce the constriction resistance 
with the reduction being about 23 percent for Rib = 0.1. 

The Rib dependence given by (19) is similar to that given in [3]. A 
plot of f divided by its value at Rid = 0 (widely separated contacts) 
is shown in Fig. 3. Also shown are values obtained by Yovanovich [3] 
for a semi-infinite, insulated cylinder of radius b with a disk source 
of radius R (with R < fa) at z =0 . The dashed curve is for a plot with 
& replaced by 2b. The dot-dash curve is for equal relative areas in both 
cases which causes b to be replaced by bVjr. This latter way of 
plotting results is in excellent agreement for Rib < 0.25. In the Yo­
vanovich solution hundreds of terms involving Bessel functions had 
to be evaluated for Rib < 0.05 and a linear relationship for \p in terms 
of Rib was assumed. The above derivation shows that this assumption 
is correct and an additional term is given in (19). 

Another way to compare the present results with those of Yo­
vanovich [3] is to use his tabulated values which are given as a function 
of e, the radii ratio of the contact radius R to the outer radius fa. Hence, 
Rib in (19fa) for equal relative areas can be replaced by t/Vv . In Yo-
vanovich's paper his \j/ is four times the present one. Then using (19fa) 
with the factor of four and also t gives 

4>B = 1.080759 - 1.400876 + .12910c3 (19c) 

Table 3 gives \p values using this expression and those from Yo­
vanovich [3] which are denoted fy. For the large range of t = 0 to 0.4, 
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0.1 0.2 0.3 0.4 

Fig. 3 Comparison of present values with Yovanovlch values [3] for disk 
source on cylinder of finite radius 

Table 3 Comparison of equation (19c) and 
Yovanovich [3] values for a cylinder 

with a single contact 

0.0 0.1 0.2 0.3 0.4 0.5 

\pB 1.0808 0.9408 0.8016 0.6640 0.6287 0.3965 
\j/Y (1.0808) 0.9397 0,8008 0,6649 0.5337 0,4092 

there is less than ± one percent difference between the $ values which 
shows remarkably good agreement. This result implies that the con­
tact resistances for a long cylinder and a long square rod both heated 
over a small circular area at an end are nearly equal. 

Further Cases 
In addition to the square array of sources examined herein, others 

can be treated including a triangular spacing. Since, however, the 
results of Table 1 indicate that sources closest to the starting source 
have by far the greatest effect, it is probable that other source spacings 
will not change the results greatly, particularly if appropriate nor­
malizing factors are chosen. This conclusion is also suggested by the 
comparison given in Pig. 3. In physical situations involving contact 
resistance, the actual points of contact are random in spatial distri­
bution and in radius. The temperature effects are local for eases when 
Rib < 0.1 on the average; this can also be inferred from Table 1 and 
Fig. 3. The methods of this paper can be extended to cover random 
sources in a more definitive manner, however. 

Many possible random cases can be investigated but only one is 
briefly considered. Let the same square array shown in Fig. 1 be 
present with a fixed spacing of b but with each disk contact having a 
radius R which is a random variable. Consider the case of R having 
a uniform distribution between R = r\ and r% and zero otherwise. This 
means that R can assume a value at any R between ri and r% with 
equal probability. For this case the mean (n) and standard deviation 
(<r)offlare[4] 

ri + r2 r 2 - r i 
12 

(20) 

The problem is to find the mean value of the contact resistance R for 
this uniform distribution; it is found by taking the expected value of 
R. Then using the expression \p given by (196) the expected value of 
Ris 

i(R) i r r 2r£i_ 
\Jn LR 

C2 C3B
2' 

s «3 
dR 

(21) 

Fig. 4 Effect on contact resistance of uniform distribution of the contact 
radius 

C\ - 0.27019. Carrying out the integration, dividing by Ro defined 
by 

Ro - Ci/n\ (22) 

and re-arranging gives 

S(R) ula 
1 + vf-

Ro ~2V3Ci j l Ciln-

1 - v f -

- 2 V 3 C 2 - ^ 
a Ho 

•M(>^;)H-^fl (23) 

where the C; values are the numerical constants in (196); for example 

This expression is a function of two dimensionless groups, a/n and n/o; 
the latter is similar to R/a since n is the expected value of R. 

The ratio given by (23) is plotted in Fig. 4 as a function of nib for 
values of a/n equal to 0,0.2,0.4 and 0,5. The zero curve is the same as 
the solid one of Fig. 3. (The curves have shortened lengths as a In in­
creases to avoid the possibility of the contact disks overlapping.) One 
observation is that random variation in the contact radius can lead 
to substantially increased values in the conduct resistance, The 
amount of increase is nearly independent of nib for a given ratio of a/n-
Por example, for a/n = 0.6 the increase is about R/Ro a 0,5 for all nib 
values shown, This causes the contact resistance to be much less 
sensitive to the radius to spacing ratio (nib) than for invariable contact 
radius. 

Summary and Conclusions 
In the theory of contact conductances a single contact on the surface 

of a semi-infinite body has been frequently used as a building block 
for the case of real surfaces which have many contacting points. The 
implied assumption was that the results of the steady state analyses 
for a single contact could be directly superimposed. It is shown herein 
that this is not possible because a steady-state temperature distri­
bution does not exist for the case of an infinite number of regularly 
distributed sources on the surface of a semi-infinite body. It is pos­
sible, however, to derive results for a steady state resistance. A method 
for accomplishing this is given in the paper and results are given. The 
method of solution for obtaining the dimensionless resistance involves 
investigating the contributions of sources to a typical source, called 
the starting source. In the analysis of sources placed in a square array 
over a semi-infinite surface, the resistance is shown to be sensitive 
mainly to those sources near the starting source. Hence, the distri­
bution of sources could be quite arbitrary far from the starting source 
(provided the same average heat flow issapplied) and yet produce the 
same resistance. 

The analysis for an infinite number of sources placed in a square 
array on the surface of a semi-infinite solid also applies to the case of 
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a square rod insulated on the sides and heated only over a circular area 
at the axis of one end. Yovanovich [3] investigated the similar geom­
etry of a long cylinder insulated at all surfaces except over a circular 
region at the axis of one end. A comparison of the results shows that 
the dimensionless resistances are almost equivalent for a large range 
of the ratio of the heated radius divided by the cylinder radius, 

At the contact of real surfaces, there are many randomly-placed 
contacting points. The present paper provides insights for two 
methods of analysis for randomly spaced contacts. First, randomly 
spaced contacts could be investigated using a Monte Carlo analysis. 
This paper shows that a random distribution of sources need be 
considered only near the starting source. Second, a method for in­
vestigating the effect of a single random variable such as the source 
radius is given. Use of the method in this case shows that the resis­
tance is increased over the value that would be found using the average 
contact radius. 
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Heat Transfer in Composite Solids 
with Heat Generation 
Steady-state heat transfer problems have been considered in a composite solid comprising 
two materials, one, a slab, which forms the bulk of the interior and the other, a plate, 
which forms a thin layer around the boundary. Through the use of appropriate Green's 
functions, it is shown that the boundary value problem can be converted into a Fredholm 
integral equation of the second kind. The integral operator in the integral equation is 
shown to be self-adjoint under an appropriate inner product. Solutions have been ob­
tained for the integral equation by expansion in terms of eigenfunctions of the self-ad­
joint integral operator, from which the solution to the boundary value problem is con­
structed. Two problems have been considered, for the first of which the eigenvalues and 
eigenvectors of the self-adjoint operator were analytically obtained; for the second, the 
spectral decomposition was obtained numerically by expansion in a convenient basis set. 
Detailed numerical computations have been made for the second problem using various 
types of heat source functions. The calculations are relatively easy and inexpensive for 
the examples considered. These examples, we believe, are sufficiently diverse to consti­
tute a rather stringent test of the numerical merits of the eigenvalue technique used. 

1 Introduction 

Heat transfer in composite materials is of considerable interest to 
engineers. Indeed, composite media are more often encountered in 
applications than homogeneous materials. Consequently, heat 
transfer problems arising therefrom have been the subject of active 
investigation. There is a diverse variety of such problems, some of 
which are amenable to solution by expansion in terms of eigenfunc­
tions of associated Sturm-Liouville operators with suitable boundary 
conditions. 

Essentially, the formulation of heat transfer problems in composite 
materials involves supplementing the differential equation of energy 
conservation, in which the thermal properties are regarded as pos­
sessing appropriate discontinuities at interfaces, with boundary and 
interface conditions. The interface conditions demand continuity of 
temperature and heat flux across the interface. Both the boundary 
and interface conditions participate in determining the eigenvalues 
and eigenfunctions of the associated Sturm-Liouville operator, which 
can be shown to be symmetric under suitable conditions. 

In this paper, we will be concerned with composite solids comprising 
two materials, one of which forms the bulk of the interior and the other 
forms a "thin" layer around the boundary. A practical instance, where 
such a situation arises, is encountered with nuclear fuel rods, which 
consist of tubes tightly packed with fuel material. The problem, when 
viewed in proper perspective is amenable to very convenient methods 

Contributed by the Heat Transfer division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division No­
vember 30,1977. 

of solution. We will limit ourselves to rectangular geometry, but ex­
tensions to other standard shapes represent trivial detail. 

2 Heat Transfer Problem 
We consider a rectangular slab, which has an internal heat source 

extending finitely in the x and y-directions (see Fig. 1), and bounded 
by a thin plate of another material on either sides. The heat source 
function is symmetric about the x -axis. Heat loss to the surroundings 
in the y-direction is assumed negligible for simplicity, although it can 
be accommodated without much additional complication. We allow 
for the existence of resistance to heat transfer at the interface through 
the use of a "gap conductance." 

The energy generated in the slab is transported by conduction 
through the slab and plate materials at rates governed by the mag­
nitudes of their conductivities. Conduction in the slab occurs both 
in the axial and transverse direction, whereas in the thin plate con­
duction is essentially in the axial direction. Clearly a high conductivity 
in the plate would provide for efficient removal of the generated 
heat. 

plate of conductivity k 

y = b negligible heat loss 1 
\~' I I I i I I i i i I I i i i i i i i i i i i i i i i i i I'I i rr-r 

o l — » • 

y = -b 
slab of conductivity k 

•l 

• i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i i 

Fig. 1 Composite solid 
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Under steady-state conditions, the energy equation may be written 
as 

d2T d2T „ , 
—; + —r = -fix, y) 
dx2 dy2 

(2.1) 

where f(x, y) is the heat source function divided by thermal conduc­
tivity, k, of the slab. From symmetry, we need to consider only the top 
half of the slab, the boundary condition at y = 0 being given by 

dT 
•0, — = 0 (2.2) 

Since the plate at y = b is thin, we may neglect temperature variations 
in the y -direction within the plate. Thus the energy balance at y = 
b is found to be 

dx2 by I 
•hP[T(x,b)-t(x)] (2.3) 

where t(x) is the temperature of the plate, A is the cross-sectional area 
of the plate normal to axial heat flow and P is the perimeter denoting 
the surface area per unit length, normal to the y -axis at y = b. 

We must now identify the boundary conditions with respect to x 
for both temperatures T and t, which may or may not be identical. 
Thus, for example, we may consider Problem I, in which, the boundary 
conditions at x = 0, and x = £ are identical for T and t, given by, 
say 

x =0, 

x =>£, 

a r dt_ 
dx ' dx 

T = 0, t = 0, 

0 (2.4) 

(2.5) 

and Problem II, in which we assume that boundary condition (2.4) 
holds but (2.5) is replaced by the condition 

ST 
x = B, — 

dx 
• = 0, t = 0 (2.6) 

Clearly in Problem II, the boundary conditions with respect to x are 
not identical for T and t. 

For Problem I, the mathematical problem consists of the assembly 
of equations (2.1-2.5), while for Problem II, we have equations 
(2.1-2.4) and (2.6). Now Problem I may be solved analytically by 
methods similar to those presented elsewhere [1], However these 
methods are not applicable to Problem II. In considering the solution 
of either Problem I or II, we proceed by recasting the problem in terms 
of suitably defined operators. 

First, we define the Laplacian operator 

/ d2 d2 \ 

on functions u{x, y), (x, y) e Q = (0 < x < £, 0 < y < b\, which belong 

to either of the following two subspaces of L% (Q) 

f du 
Dj (A) = u: AueX2(fi): x = 0, — = 0; 

I dx 
du 

x = £, u = 0; y = 0, —= 0; 
dy 

, du h } 
y = b, — + -u=0\ (2.8) 

dy k J . 
( du 

Dn(A) = u: AueX2(fi): x = 0, — = 0; 
I dx 
„ du „ du 

x = £, — = 0; y = 0, — = 0; 
d* dy 
, du h ) 

y = b + ~u=0\ (2.9) 
dy k I 

where boji&face letters have been used to represent functions as ele­
ments of a vector space. It is readily shown that, in either of domains 
Di(A) and Dn(A), A is symmetric with respect to the inner prod­
uct. 

(u, v)= ( u{x,y)v(x,y)dxdy (2.10) 

Note that the two domains arise from the two separate Problems I and 
II under consideration. In either case, there exists for A a self-adjoint 
inverse operator G defined on £2(^1, which can be shown to be a 
Hilbert-Schmidt integral operator, i.e., 

f dxdy C didr,GHx,y;i,v) Jn Jsi 
< 0 0 (2.11) 

despite a singularity along (x, y) = (£, rj). Also, it is possible to deter­
mine G by Mercer's expansion, using the eigenfunctions and eigen­
values of G, for each of the domains Z)/(A) and Dn(A). In the present 
cases, we may even use a simpler expansion formula. Thus for Dj(A), 
we may write 

2 » 
G(x, y\k,n)--.^ Sniy, v) si" v-ni£ - x) sin nn(£ - £) (2.12) 

£ n = l 

where 

8n(y, ri) = 

where Mn = • 
(In - D-K 

2£ 

COSh/i„y XnW.Vn), y<V 

COsh linri Xn(y,Vn), y > V 

and 

(2.13) 

Xn(y; Mn); 

- sinhii„(b-y) + nn cosh fin(b - y) 
k 

Mn - cosh iinb + nn sinh nnb 

(2.14) 

^Nomenclature-

A = cross-sectional area of plate 
b = half-thickness of slab 
D = domain of differential operator 
F - first term on the right hand side of 

equation (2.18) 
/ = heat source function 
G = Green's function for the Laplacian op­

erator 
G;, = G evaluated at y = b, t) = b 
g = function defined by equation (2.28) 
h - gap conductance, also function defined 

by equation (22) 
k = thermal conductivity of slab 
K = operator product V Gi 
k' s thermal conductivity of plate 
L - differential operator defined just above 

equation (2.21) 
£ = length of slab 
P = surface area at the periphery of slab per 

unit length 
T = temperature of slab 
t = temperature of plate 
x, y = Cartesian coordinates 
a = parameter in heat source function Case 

4 in Table 1 
/3 = parameter defined below equation 

(2.20) 
r = Green's function for plate 
A • Laplacian operator 
Xn = function defined by equation (2.14) 
<t>n - wth eigenvector of operator Gb, equation 

(3.6) for Case 1, equation (3.9) for Case 2. 

2. 
i//n = nth eigenvector of operator K 
X = parameter defined just above equation 

(2.29) 
X„ = nth eigenvalue of K 

(2n - IK 
Mn = equal to -

vn - equal to -

1£ 

Q = domain of A 
bij <= Kronecker delta, equals unity if i = ;' 

and zero if i ^j 
bold face symbol indicates a vector or an op­

erator 
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For the domain £>n(A), we may replace (2.12) by 

1 2 -
G(x,y;£, ij) = -go(y, y) +- Lg„(y , i ) cos vnx cos «„£ (2.15) 

•̂  £ n = \ 

T 6 = h + - G i , t 
k 

(2.25) 

where 

where, we have used vector notation throughout. Similarly equation 
(2.23) may be written as 

,k 

goto, v) = 

+ (b - ij) y < T ) 
t- '•TTb (2.26) 

-+(b-y) 
h 

y>v 

gn(y,»?): 
coshc„y XnW, "n) 

COsh ;'„ J) Xniy; I'n) 

y <v 

y>v 

(2.16) 

(2.17) 

which, on combining with equation (2.25), yields the following oper­
ator equation in t. 

hB2 „ 
t = g + - r - r G 6 t 

k 

(2.27) 

where vn = mr/£ and Xn(y, "n) is given by (2.14) with nn replaced by 
vn. Both expressions (2.12) and (2.15) may be obtained by taking the 
inner product of equation (2.1) with the eigenfunctions of the operator 
[-d2/dx2] on functions satisfying the boundary conditions with re­
spect to x, and solving the resulting equation by the method of Green's 
functions. Since this method is standard procedure, no details are 
provided here. 

It is now possible to express the temperature of the slab, T(x, y) by 
the following formula (see for example Morse and Feshbach [2]) 

T(x,y)= Cd!; CbdVG(x,y^,r,)f^,v) 
Jo Jo 

+ - f dl-ttt)G(x, b; £, b) (2.18) 
k Jo 

which holds for both Problems I and II depending on whether G is 
given by (2.12) or (2.15). Thus the temperature at y = b may be 
written as 

T(x,b)= f di P dr,G(x,b;Z,r,)f{t,r,) 
Jo Jo 

+ 7 f dtt(QG(x,b;Z,b) (2.19) 
k Jo 

with g = 02Th or 

g{x) = p Ceds'Hx,s') C£di CbdtiG(s',b;s,v)m,r,) 
Jo Jo Jo 

hB2 

By letting X = , equation (2.27) may be written as 
k 

t = g + XrG(,t 

(2.28) 

(2.29) 

Thus we have reduced the boundary value problems for Problems I 
and II to the solution of the integral equation (2.29).1 The integral 
operator Gfc for Problems I and II is given by 

n i t\ 2 £• s™ y.n{e - x) sin )in(e - £.) 
' Gb(x, f) = - L ; - (Problem I) 

£ n=l 
- + MM tanh nnb 

n I t\ k _i_ 2 £• COS VnX COSVnt. ,_ , , TT. 
Gb(x, f) = — + - £ (Problem II) 

h£ £n=i[h "1 
- + vn tanh vnb 

(2.30) 

(2.31) 

Equation (2.3) may be rewritten as 

d2t 

dx2 + BH = 62T(x, b) (2.20) 

where B2 = 
hP 

k'A 

We next define an operator L 

defined by 

dx2 + /32with domain D(L) 

D(L) = \<j>: L*eX2[0, £}; 4>'(0) = 0, </>(£) = 0] (2.21) 

At this stage, however, all we have accomplished is to obtain an in­
tegral formulation of the boundary value problems posed. When 
equation (2.29) is solved, it is possible to determine the solution of the 
boundary value problems completely. We next consider the solution 
of equation (2.29). 

3 M e t h o d of S o l u t i o n 
As pointed out earlier, the solution of the boundary value problem 

is accomplished, if equation (2.29) is solved. If we denote K = TGf,, 
then because T and Gt are both completely continuous operators K 
is also completely continuous. T and G& are self-adjoint operators 
under the inner product 

L is symmetric in -D(L) and has a self-adjoint, completely continuous 
inverse operator T; which is easily determined to be 

(<t>, <(>) s j * MMOdZ (3.1) 

T(x,0' 

(cosh fix sinh ft(l - £) 

(3 cosh [3£ 

| cosh fig sinh 0 ( 1 - x ) 

8 cosh B£ 

x<( 

x>t. 

(2.22) 

(2.23) 

It follows from (2.20), that 

t(x) = e2 fer(x,om,b)dt; 

Some notational brevity can be gained by denoting the integral op­
erator, G(x, b; £, b) in equation (2.19), which operates on elements of 
JCZ[0,£], by G6 l letting 

>»(*)= f'dt fbdvG(x,b;Z,vm,v) (2.24) 
Jo Jo 

and denoting T(x, b) by Ti,(x). Thus equation (2.19) becomes 

We note that the eigenvalues of K are real and its eigenvectors span 
the Hilbert space -£2(0, £]. We do not provide the proof here. However, 
it may be understood in analogy with the product of two symmetric 
matrices, which can be shown to have real eigenvalues and eigenvec­
tors spanning the appropriate dimensional space. 

An even more useful result may be established as follows. While the 
domain of K is X2[0, £], its range is D(L). Consider the subspace D(L) 
and define a new inner product, 

<<M)=(L0,iM <MED(L) (3.2) 

It is easily proved that (3.2) represents a valid inner product from the 
symmetry and positive-definiteness of L. The pair \D(L), (, ) | is then 
an inner product space (but not a Hilbert Space!) in which K is sym­
metric because for </>, \j/ (£ D(V) 

1 See [3] for a general discussion of such reduction to integral equations of 
boundary value problems of the type considered here. 
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<K<^> = (LK0,^) = (LTGbtrf) 
(G^,*) ^(faG^) *=(<!>, K+) 

This result is indeed useful because the eigenvectors of K would, 
belong to D(L) and any two of them corresponding to distinct ei­
genvalues will be orthogonal with respect to the inner product (3.2). 
Thus if \ipj\ represent the eigenvectors of K, then 

tyj,tk) = l>jk (3-3) 

and the solution of Equation (2.29), rewritten as 

t = g + XKt (3.4) 

can be accomplished by expansion in terms of the eigenvectors of K. * 
It is easily seen that 

ytid-XXy)'0 (3.5) 

where (A;) are the eigenvalues of K. 
Substitution of the solution (3.5) into (2.18) yields the solution to 

the boundary value problems. Of course the eigenvalues and eigen­
vectors of K remain to be evaluated. We now consider Problems I and 
II separately. 

Problem I. The eigenvalues and eigenvectors of K may be ob­
tained readily in this case. Since the boundary conditions w.r.t.x for 
T and t are the same, it is readily shown that T and Gf, have the same 
eigenfunctions </>, given by 

8 i n j i „ ( / - x ) (3.6) 

The eigenvalues, on the other hand, are of course different. Thus T 
and G6 have eigenvalues |(/32 + M « 2 ) - 1 I and \(h/k + iin coth /i„6)-1) 
respectively so that the eigenvalues |A„ j of K are given by 

A„=-
(/32 + - ' G + ixn tanh nnb 

The solution for the temperature of the plate becomes 

(3.7) 

(3.8) 
1=1 1 - A/[ (/?2 + w

2 ) ( J + fij tanh wft) ] 

where fy = #,/vVy2 + 02 

From equation (2.18), we can now determine the temperature of the 
slab everywhere. In the present case, it reduces to 

T(x,y)=F(x,y) + ^j £ 
(*>.0n) V 7 s i l l h (I-*-) 

kn=l(h 
- + iin tanh ixnb\ (/i„2 + /32) - A 

(/32 + Mn2)(-+MncothMn6J 

where F(x, y) is the first term on the right hand side of (2.18), which 
is known. We make no numerical calculations for this case from the 
analytical solution (3.14). Instead, we turn to the more difficult 
Problem II. 

Problem II. This is much more difficult because there is no direct 
analytical handle on the eigenvalues and eigenvectors of K. We 
therefore resort to an approximation scheme, which consists in ex­
panding, say ij/eD (L) in terms of a finite number of eigenvectors |#„ | 
of G6. Thus let 

"j<t>j> 4>j=\ 
2 — fyo N 

tw £ Cjfy; <i>j = V —7^~ c°s VJX 
; = 1 £ 

(3.9) 

To calculate the eigenvalues and eigenvectors of K, we demand 
that 

£ (Kfc - \<t>j)Cj 

be as close to zero as possible. One way to accomplish this is by or-
thogonalizing the residual with each member of the set \<l>j)iN. Thus 
we have 

E Wtj, 4H) ~ MCj = 0 (3.10) 

The problem has now been reduced to one of determining the eigen­
values of the (JV X JV) matrix Kij = (Kfy, fa). The elements of the 
matrix Kij are given in the Appendix. 

The eigenvalues of the matrix K were determined for JV = 25,50, 
75, and 100 and the results indicate satisfactory convergence. In fact, 
there is surprisingly good agreement between all the eigenvalues de­
termined for given JV and the corresponding eigenvalues determined 
for higher N. For example, Ax = 0.25471 for all four N's and A24 = 
2.4544 X 10~6 for JV = 25 and 2.5034 X 10 - 6 for iV = 100. 

Calculations have been made for a variety of source functions f(x, 
y). All the functions have been normalized to represent a constant 
total rate of heat generation to facilitate comparison of the temper­
ature profiles for various choices of the source distribution. The source 
function has been expanded in terms of the set \<j>n\ the eigenvectors 
of Gt,, using varying numbers of elements. Thus 

f(y) E (f(y), M <t>n (3.11) 

where f(y) = \f(x, y)\ is regarded as an element of X 2 [0, £] for each 
fixed value of y. The series (3.11) truncated at n = M is used as the 
actual source function, so that by varying M a further variation in the 
source term can be introduced. Of course for sufficiently large values 
of M, the expansion will reproduce the source function f(x, y). The 
choices of the source function have been summarized in Table 1. 

Table 1 Source functions considered for Problem II 

0n (*) = ^/(2-S„o)/£ COS VnX 

Case 1 

where 

Case 2 

fix, y) = L (i(y), <t>n) 4>n(x), M = 99 
n=0 

Hx.y)' 
e -4(x - ^/2)2«2

e-4yZ/62 

fJe-«* - W£2
dx fQ

be-*y*'b2dy 

1 
f(x,y) =-rjr7, L, <l>n(x) (independent of y). 

Case 2a Case 2b 

M = 2; M =99 

Case 3 

/( ' " • " 6/> 

Case 3a 

M= 2; 

'\%' 'n\*} 1 "no e J 
where hn0 = 

Case 3b 

M = 99 

[1 n = 0 
io n ^ 0 

Case 4 

fix,y)= E il <t>n) <fn(x) 
n=0 

J(x,y)=-^\\- e-a(x-m)/e + l 

Case 4a 

a = - 400; 

e 
Case 4b 

a = 400; 

Case 4c 

a = 0 
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The source functions have been represented by contour maps in 
Figs. 2-3. For construction of these contour maps and for the calcu­
lations presented in what follows, £ = 1,6 = 0.2, fi£ = 1, h£/k - 1, and 
/ is a unit source, i.e., fe

0 fbo fdxdy = 1. 
The source function in the lower graph of Fig. 2 shows a high 

heating rate at the center of the slab that diminishes toward the edges. 
In the upper graph of Fig. 2 the source oscillates somewhat but 
eventually increases to large values towards the left end of the slab. 
Similarly the nature of the other sources may be interpreted easily 
from Fig. 3. A contour map of Case 3b is not given. This case is difficult 
to plot, but the contour map is similar to Case 2b shown in the lower 
graph of Fig. 3 in that the values of/ are large near x = 0 and are rel­
atively small elsewhere. Contours for Cases 4a, 4b and 4c are not given 
since these are simple. Cases 4a and 4b are almost step functions with 
/ = 10 in half the slab and / = 0 in the other half (/ = 10 in the half x 
< 1/2 for 4a and in the half x > 1/2 for 4b). For Case 4c, / is almost five 
throughout the slab. 

The temperature profiles in the peripheral plate is plotted in Figs. 
4-6. Since the left end is insulated, the temperature there is the 
maximum and decreases progressively towards the right end. This 
is true in all of the cases considered including cases 4a and 4b in Table 
1. The special reference to these cases is because their choice was 
based on the belief that this may lead to some feedback of energy from 
the peripheral plate to the main slab in regions where the heat source 
vanished. The calculations did not reveal such effects possibly because 
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Fig. 2 Contour maps of source function, lower graph: Case 1, upper graph: 
Case 2a 

they depend on suitable values of the parameters such as the ratio of 
thermal conductivities, the gap conductance, and the right end tem­
perature. 

The slab temperatures as obtained from equation (2.18) are pre­
sented as contour maps in Fig. 7 for Cases 1 and 2b. Although the plate 
temperatures showed no particularly interesting trends, the slab 

0 .2 .4 .6 .8 1.0 

Fig. 4 Plate temperature profiles. Cases 1, 2a and 2b 
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Fig. 8 Convergence and accuracy test of plate profile calculations, Case 
2b 

temperatures vary significantly. For example, in the lower graph of 
Fig. 7 the slab temperatures near the peripheral plate towards the left 
end are considerably less than those in the upper graph of Fig. 7 be­
cause in the former the heat source is peaked at the center of the slab 
and in the latter the heat source is concentrated at the left end|where-
as the energy is removed more readily from the right end. The in-
sensitivity of t {x) to the detailed shape of the source f(x, y) suggests 
that the special features of T(x, y) arise from the first term on the rhs 
of equation (2.18). Since only a finite number of vectors from the basis 
set \4>n) were used in obtaining the eigenvectors )^„| (see equation 
3.9), it is of interest to check whether t(x) does satisfy its boundary 
conditions at x = 0 and x = £. To demonstrate the accuracy and 
convergence of our calculations we present in Fig. 8 the identical plate 
temperature profiles (for case 2b) with N = 25 and 100; in Fig. 9 the 
value of t(£) is plotted against 1/N. Both Figs. 8 and 9 establish the 
accuracy and convergence of our procedure. They imply that the 
relatively small basis, N = 25, may be all that is required for many 
problems. Cases other than 2b yielded similar results. 

Conc lus ions 

The problem of steady-state two-dimensional heat transfer with 
heat generation in a slab with a thin peripheral plate has been solved 
by using Green's functions for the slab and the plate, which generates 
an integral equation for the plate temperature with an unsymmetric 
kernel. However when viewed as an operator K on -£2(0, £], the un­
symmetric kernel is the product of two other self-adjoint operators 
T and Gf, on X2[0, £]. We have used the interesting fact that K can 
be converted into a self-adjoint operator using the alternative inner 
product (3.2); the spectral decomposition of K (analytically as in 
Problem I and numerically as in Problem II) has then been used to 
construct the solution to the boundary value problem. The compu­
tations reported herein took about 3 min. on the Cyber 74 CDC 
computer of the University of Minnesota, a reasonable cost compared 
to finite difference or similar numerical techniques. 
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Appendix 

E l e m e n t s of M a t r i x K» 
From the definition of Kij 

Kij = (K4>it 4>i) 

So So So ^{x)T{x' WbW' Z)<t>iWxdW, (Al) 

we find 

where 

Ka 

— + "j tanh (vjb) 
~" £ 
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and 

1 tanh (B£) 
ty = Z "~~a 7' V(2 - S;,0) (2 - t)fi) An 

a p£ 

where 

i=j = 0 

* - * { 
8_ 

/32 Vtanh (B£) 

i = ; V 0 

A y - , •, „ , (• e;2 + B2 Vtanh (/**) 

i ^ i , i+j = odd 
2 

2/3* \ 
(*;2 + /32)/ 

A . .=_J_/_i! Z!_\ 
v i2-j2\vi2+B2 VJ2 + B2/ 

i T* j i+j = even 

4 p,-2+ i/jy;•- 2/32 VJ2 - vjVj - 2/32| 
i/;2 + /32 Ifo + VJ)2 + 482 + (vi - VJ)2 + 4/32i 

! + ViVj 28* VJ' 
1 

• 2 / 3 2 

VJ2 + B2 {(vi + VJ)2 + 4/32 (vi - VJ)2 + 
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Calculation of a Turbulent Boundary 
Layer Downstream of a Step 
Change in Surface Temperature 
Mean temperature and heat flux distributions in a thermal layer that develops within a 
momentum boundary layer subjected to a step change in surface temperature are calcu­
lated using two different methods. The method of Bradshaw and Unsworth, which uses 
the method of Bradshaw, Ferriss and Atwell to determine the mean velocity and Reynolds 
shear stress distributions and then assumes a constant turbulent Prandtl number for the 
heat flux calculation, yields heat flux distributions that are significantly different than 
the available experimental results at small distances from the step. Good agreement be­
tween calculations and experimental values is achieved when the distance x from the step 
is about 20 5$, where <5Q is the boundary layer thickness at the step. To obtain good agree­
ment with measurements of heat flux and mean temperature near the step, estimated dis­
tributions of turbulent viscosity and effective Prandtl number have been derived using 
an iterative updating procedure and the calculation method of Patankar and Spalding: 
These distributions are compared with those available in the literature. Calculated heat 
flux distributions show that the internal thermal layer is only likely to reach self-preserv­
ing conditions when x exceeds 40 5o-

Introduction 
In the calculation of turbulent shear flows with heat transfer, first 

consideration is usually given to the calculation of the hydrodynamic 
field at least when small temperature differences exist across the flow. 
Once the velocity and shear stress fields are calculated, the heat 
transfer calculation can proceed, usually with a fairly low level closure 
assumption for the heat flux field. The effectiveness of different levels 
of partial differential equation models for the calculation of the ve­
locity and stress fields has recently been reviewed by Reynolds [1] 
(also Reynolds and Cebeci [2]). Proposals at various levels of closure 
for models of heat and mass transport have been considered by 
Launder [3]. 

A calculation method that has had considerable success at calcu­
lating turbulent shear flows without heat transfer is that of Bradshaw, 
Ferriss and Atwell [4]. The Bradshaw, et al. method is, using Reynolds' 
[1] classification scheme, a one-equation model since, in addition to 
the momentum and continuity equations, the turbulent kinetic energy 
equation is used as the turbulence velocity scale equation. Bradshaw 
and Ferriss [5] introduced a heat transfer extension of the Bradshaw, 
et al. program. Bradshaw and Unsworth [6] replaced the one-equation 
model for v6 by a zero-equation model in which the turbulent eddy-

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
February 10,1978. 

conductivity or turbulent Prandtl number is prescribed in a simple 
heat-transfer routine. Bradshaw and Unsworth's argument in 1974 
that heat-transfer data are still not sufficiently plentiful or accurate 
to document a transport-equation approach effectively will hopefully 
become less valid in the near future. Encouraging signs are already 
evident in Launder's [3] review. A major attraction of the equation 
for 0 (or 02) is that it does not contain a pressure fluctuation term. 
Further, all components of the destruction term for f)2 can be mea­
sured thus eliminating the need to invoke local isotropy for small scale 
turbulence. The lack of attention paid to heat flux closure models may 
have been partly caused by requirements of engineering heat transfer 
applications since, as mentioned by Launder [3], a 15 percent error 
in the heat transfer coefficient may be tolerable while a similar error 
in estimating the skin friction coefficient is usually unacceptable. 

A further calculation method that has been widely used is that of 
Patankar and Spalding [7]. This solves the continuity, momentum 
and energy equations using a finite difference method and integrating 
the equations in a forward-marching procedure. To integrate the 
equations, suitable boundary conditions are specified for the de­
pendent variables. The equations are transformed using the von Mises 
transformation and then normalized so that the computing grid grows 
with the boundary layer. Details are contained in reference [7]. Var­
ious models for the shear stress and heat flux can readily be accom­
modated by the program. 

In this paper, we examine how the computer programs of Bradshaw 
and Unsworth [6] (referred to hereafter as B-U) and of Patankar and 
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Spalding [7] (referred to hereafter as P-S) behave for the calculation 
of mean temperature profiles and of heat flux fields downstream of 
a step change in the surface temperature. The P-S program used in­
corporates a different model for the shear stress and heat flux from 
that of reference [7]. The experimental work that is used to test the 
computations is that of Blom [8], Fulachier [9] and Perry and Hoff­
mann [10]. 

Reynolds, et al. [11] studied the temperature step problem because 
of its importance as a consequence of the linearity of the heat transfer 
equation. The problem is also of practical interest to both engineering 
and atmospheric situations. 

E x p e r i m e n t a l Condi t ions 
Four experimental configurations were chosen from the literature 

as test cases for the calculation methods. These configurations are 
shown in schematic form in Fig. 1, on which the approximate positions 
of the outer edge of the velocity and temperature boundary layers are 
shown to scale. The plates were all maintained at isothermal condi­
tions downstream of the step, within the limits of experimental ac­
curacy—generally ±0.2°C, and in all cases there was a small favorable 
pressure gradient in the direction of flow. Other relevant experimental 
conditions are summarized in Table 1 and full details are contained 
in the references. The temperature difference at the step is small 
enough for the temperature to be treated as a passive contaminant 
of the flow. Mean temperature and fluctuating temperature intensity 
profiles were measured in all cases but heat flux and Reynolds shear 
stress measurements were reported only by Blom [8] and Fulachier 
[9]. In Perry and Hoffmann's [10] experiments however, profiles were 
measured at values of xlb^ significantly larger than those considered 
in the other investigations. 

It should be noted that turbulent heat flux distributions were re­
ported by Johnson [14] downstream of a step change in surface tem­
perature but there is doubt (e.g., Swenson [15]) as to the two-di­
mensionality of this flow and the results have been excluded from 
present considerations. 

T h e B - U C a l c u l a t i o n M e t h o d 
In the B-U program, mean velocity and Reynolds shear stress dis­

tributions are first computed by the method of characteristics de­
scribed in Bradshaw, Ferriss and Atwell [4]. Once these distributions 
are calculated, the mean temperature T and thermometric local heat 
flux ud profiles are obtained by solving the conservation equation 
(neglecting the molecular term) 

mm 
40f 
3 0 r 

201-
Eiol-

BLOM [8] U, = 613f-o 

BLOM [8] U = 10-1-§L o 

FULACHIER [9] U,= 11-9-!r° 

PERRY & -10 
HOFFMANN [10] u, = 2 0 0 6 ^ o 

Fig. 1 Schematic layout of experimental arrangements. — Velocity boundary 
layer approximately to scale, Temperature boundary layer approximately 
to scale 

rTdT ,dT dud 
U—+V— + = 0 (1) 

dx dy dy 

with the assumption that the turbulent Prandtl number 

ftl=^> (2) 
uff/idT/dy) 

is constant. The routine to obtain T and ud uses a fully implicit al­
gorithm. The inner boundary condition on the temperature profile 
is given by 

Tr 

- In 1- Cfl (3) 

where TT is the friction temperature, UT is the friction velocity, KO a 

^ N o m e n c l a t u r e -

A+ = van Driest constant, equation (11) 
B-U = Bradshaw and Unsworth calculation 

method 
Cf = friction coefficient defined by rw = Cf • 

p l / i 2 1/2 
cp = specific heat at constant pressure 
Co = constant, equation (3) 
k = thermal conductivity 
£ = Prandtl mixing length 
F = van Driest dampling factor, equation 

(11) 
h = stagnation enthalpy = c p T + 1/2C/2 

P = pressure 
Pr = Prandtl number 
P-S = Patankar and Spalding calculation 

method 
q = total heat flux 
Q = total heat flux (thermometric) 
Ro = Reynolds number based on the mo­

mentum thickness = Sg • Ui/v 
St = Stanton number = QJUi(Tw - 7\) 

T = local mean temperature 
T+ = dimensionless temperature = (Tw — 

T)/TT 

tT = friction temperature = QW/UT 

u = velocity fluctuation in the streamwise 
direction 

uu = kinematic Reynolds shear stress 
U = local mean velocity in streamwise di­

rection 
Ur = friction velocity = (TW/P)1/2 

y_= velocity fluctuation normal to plate 
v6 = turbulent heat flux (thermometric) 
v = mean velocity normal to plate 
x = coordinate in streamwise direction or 

downstream distance from the step 
X+ = dimensionless distance downstream 

from the step = J j Ur/v dx 
y = coordinate normal to plate or distance 

from plate 
Y+ = dimensionless distance from plate = 

yUr/v 
d = velocity boundary layer thickness 
<>o = velocity boundary layer thickness at the 

step 
&i = enthalpy thickness = J J UIU\ • (T -

Td/(TW - Ti) dy 
5e = momentum thickness = J j U/Ui • (Ui 

- U)/t7i dy 
Ar = length scale, equation (15) 
d = temperature fluctuation 
K = von Karman constant 
He = constant, equation (3) 
H = absolute viscosity 
v = kinematic viscosity 
p = density 
T = shear stress 
— = time average value, e.g., uO 

Subscripts 

1 = free stream value 
eff = effective value 
t = turbulent value 
w = value at the wall 
0 = value at the position of the step 
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"universal" constant analogous to the von Karman constant K and Co 
is an additive constant which is a function of the molecular Prandtl 
number. Values of m and Ce used in the calculation method are 0.45 
and 3.3 respectively. These values are in reasonable agreement with 
those shown in Table 1 and with the average values (in the case of air) 
inferred from the survey of Kader and Yaglom [16], The large values 
of m and Cs reported in Table 1 were obtained by Blom [8] at relatively 
small values of X/6Q. It should be noted that in this regionof the flow, 
the thermal layer is not in equilibrium and the budget of 02 measured 
by Antonia, et al. [12] shows that advection and diffusion terms are 
comparable with production and destruction terms in this region. 
Although a logarithmic mean temperature profile is established 
downstream of the step, H and Co do not appear to attain constant 
values before a distance of about 15 S0. The use of equation (3) is thus 
a defect in the B-U approach but the question of how far downstream 
of the step does one need to go before the B-U calculation is valid is 
still of interest. 

The turbulent Prandtl number may be written as 

Pr, = - (4) 

in the logarithmic (velocity or tempreature) region, with the as­
sumption that the shear stress and heat flux are constant and equal 
to the wall flux values in this region. With K = 0.41, Pr( is set equal to 
0.91 in the B-U program. This value is consistent with values in Table 
1 and with the conclusion in the recent survey by Launder [3] that the 
"weight of experimental evidence seems to suggest that the near-wall 
value of Pr, is a little above 0.9". The experimental trend of Pr t in the 
outer part of the boundary layer is not yet clearly established. In view 
of unavoidable uncertainties in determining Pr ( the assumed con­
stancy of Prt right across the layer is perhaps not unreasonable. Some 
encouragement may perhaps be derived from the fact that this as­
sumption has yielded correct values for the Stanton number in 
boundary layer and pipe flows with uniformly heated boundaries. 
Further comments on Prt distributions are contained in the following 
section. 

The distribution of other parameters (dissipation length scale, 
diffusion functions, etc.) that have been used in the program is as 
prescribed in Bradshaw, et al. [4]. 

The calculation method was started at the measurement station 
over the unheated plate immediately upstream of the step. Experi­
mental mean velocity profiles were available at this station for all four 
cases considered. In the case of Blom [8] and Fulachier [9], starting 
Reynolds shear stress profiles were derived from measured profiles 
well downstream of the step by assuming similarity (the experimental 
wall shear stress was available at the starting station). In the case of 
Perry and Hoffmann [10], no shear stress profiles were reported and 
the starting distribution of r was derived fromKlebanoff's [18] T 
distribution in a self-preserving smooth wall boundary layer. The first 
mesh point in the B-U calculation is in the fully turbulent part of the 
flow (nominally outside the viscous sublayer). Mesh points are evenly 
spaced across the flow, 25 being used at the starting position and up 
to 45 at the end. The equations are not used in the sublayer, the 
boundary conditions for velocity and temperature at the surface being 

satisfied by matching the solutions to the logarithmic laws of the wall 
at the first mesh point. 

T h e P - S C a l c u l a t i o n M e t h o d 
The momentum and energy equations used by the P-S program 

are 

and 

U + V = — + (rr) 
dx dy p ax pr dy 

dh dh 1 d 
U— + V— = (-q + Ur) 

dx dy p dy 

(5) 

(6) 

with r = 1 for cartesian coordinates and r = radius from axis of sym­
metry for polar coordinates. 

Many different approaches have been used in the treatment of r 
and q in these equations. Using Reynolds' [1] classification scheme 
the most popular approach has been to use a zero-equation model and 
define 

where 

and 

dU dT 
T = Meff —~ . 9 = -Keff ~ 

dy dy 

Meff = M + M(. feeff = k + kt 

Mt 

Prt h = ir-cp 

(7) 

(8) 

(9) 

the distributions of p.t and Pr t being assigned by a variety of methods. 
One approach, used by Patankar and Spalding [7], although it is not 
the method used in this paper, is the mixing length approach: 

where 

M t=*vH^| 
I dy I 

M1-"-(-£)]' 

(10) 

(11) 

is the van Driest damping factor and the mixing length £ is given 

by 

£ = /Ciy for 0 < y < C2b 

~ \CS& for y > C2S. 

A+, Ci, d and Cs are constants and Pr t was assumed constant. 
Wassel and Catton [19], using a slightly modified P-S procedure, 

used the same ixt distribution with a Pr t distribution given by 

P r t = ^ 
Pr 

/ 1 - exp / 
11 ^ 

C2\ 
p.tlv-1 

i, 1 - exp 
\ P r u t / u / ' 

(12) 

P W M ' 

where Ch C2 and C3 are constants. The options available for Pr ( dis-

Table 1 Summary of conditions for experiments* and calculations 

Experiment 

Blom [8] 

Blom [8] 
Fulachier [9] 

Perry and 
Hoffmann [10] 

(m/s) 

6.13 

10.1 
11.9 

20.06 

«o 
cm 

2.7 

2.3 
4.9 

2.4 

ft* 

1.07 X 104 

1.56 X 104 

3.80 X 104 

2.53 X 10" 

K» 

.47 - .58+ 

.42 - .52t 
.44 

.47 

Ct 

3.15 - 4.45+ 

2.6 -3.90+ 
3.13 

3.8 

K/KD 

.87 - .71 

.98 - .79 
.93 

.85 

Pressure Gradient 
Conditions 

I Favorable [small but constant] 
| pressure gradient beyond 30 
I cm from the leading edge 

Small favorable pressure 
gradient 

Favorable pressure gradient 
near the leading edge of plate 

t There is a systematic decrease in u and Ce with distance from the step. 
* Reynolds number, based on boundary layer thickness at the start of the calculation of B-U. 
* Note: All experiments used air. 
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tributions are daunting. In his review paper, Reynolds [20] examines 
more than thirty ways of modeling Pr (. 

In this paper the zero-equation model is used with the distribution 
of ^t and P r ! being determined by, as far as is known, a previously 
unreported technique. This consists of initially assuming a distribu­
tion of m and Preff» where Preff = Meff cp/keee, and then updating the 
distributions until the results obtained agree, on the average, with the 
experimental results. The criterion of agreement was taken to be the 
closeness (visual judgment was used) of the calculated and experi­
mental mean temperature and velocity profiles. 

In order to obtain curves that gave good agreement with the velocity 
profiles it was necessary to pay particular attention to the distribution 
of w/V i n t n e r e g i ° n 5 < Y+ < 12. 

Since most investigators report Pr t values, then, in order to compare 
these with the values used in the P-S program, it is necessary to de­
termine the Pr t distributions from the fit and Preff distributions. The 
relationship is given by 

Pr t 

l + v-tlv-

Preff Pr 

(13) 

Comparisons of Pr ( distributions used in the P-S program with those 
reported by Blom [8] and Wassel and Catton [19] are made in Fig. 2. 
There is certainly little agreement here although the general trends 
are similar for the Wassel and Catton values and those of the P-S 
calculations for X/SQ > 6. 

Trinite and Valentin [21] report distributions of a combination of 
lit and Pr t for experimental conditions similar to those considered 
here, but with C7i = 29.8 m/s and Tw-Tx~ 40°C, although the R„ 
values were not stated. These are shown in Fig. 3. The corresponding 
values used in the P-S calculations follow the same trend but there 
is no agreement in detail. 

The P-S program allows up to 43 nodes but 21 were found to be 
adequate. These always span the boundary layer, i.e. the y spacings 
change although the Y+ values are reasonably constant. Typical Y+ 

values for the nodes near the wall are 0.05,0.2,1,3,7 and 12, while for 
nodes at the outer region typical Y+ values are 550,750,1000,1270, 
1600 and 2000. The sublayer model of Patankar and Spalding [7] is 
used and any crudities it may contain are obviated by having a number 
of nodes in the laminar sublayer. 

R e s u l t s 
The calculated and experimental values for wall heat flux are 

compared in Table 2. Where the experimenter has determined the 
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Fig. 2 Comparison between turbulent Prandtl numbers used in the P-S 
program and those of Blom [8] and Wassel and Catton [19]. — , P-Sj)rogram; 
Q Blom, U-, = 10.1 m/s, x/po = 29.7, from direct measurement of uvand vd; 
— Blom, U1 = 10.1 m/s, uv and vfi determined by integrating the momentum 
and energy equations; xxx; Wassel and Catton for a fully heated plate 
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Fig. 3 Comparison between the turbulent viscosity and turbulent Prandtl 
numbers used in the P-S program with those of Trinite and Valentin [21], — , 
P-S program, Re = 1000; . . . , P-S program, R8 > 1000; —, Trinite and Val­
entin 

T a b l e 2 Wal l h e a t flux v a l u e s 

Reference 

Blom—low speed 

Blom—high speed 

Fulachier 

Perry and Hoffmann 

*/ 
5o 

1.2 
4.9 
8.6 

16.0 
25.3 

1.4 
5.8 

10.1 
18.8 
29.7 

1.0 
3.1 
5.1 
7.1 

10.2 
13.1 
16.3 
7.3 

24.0 
40.7 
57.3 

Expt'l 
Results 

418 
333 
310 
288 
273 
550 
447 
416 
385 
362 

1000 
850 
750 
690 
660 
640 
640 
795 
675 
625 
590 

Heat Flus 
B-U 

Calcs. 

355 
330 
309 
283 
265 
491 
457 
433 
408 
390 
784 
737 
708 
687 
663 
642 
622 
736 
607 
545 
505 

.-W./ 
P-S 

Calcs. 

424 
311 
285 
260 
243 
550 
418 
386 
353 
331 
991 
795 
736 
702 
668 
644 
623 
723 
604 
550 
513 

m2| 
Kays [22] 
Eq. 11.20 

329 
280 
261 
240 
224 
448 
381 
355 
327 
306 
865 
762 
718 
693 
662 
643 
622 
732 
627 
583 
552 

heat flux by a number of different methods, the average value only 
has been shown in this table. Also shown are the values obtained using 
equation (11.20) of Kays [22]. 

Comparisons between calculated mean temperature profiles and 
experimental results, in the form of T + versus Y+, are shown in Fig. 
4 for the Blom high speed case and Fig. 5 for the Fulachier and Perry 
and Hoffmann cases. For Fulachier, results at only one station were 
reported while results at a number of stations downstream from the 
step were reported by the other investigators. 

Total heat flux distributions across the boundary layer, as deter­
mined by Fulachier and also by Blom, are shown together with the 
calculated values in Fig. 6. 

The Fulachier turbulent heat flux distributions are shown in Fig. 
7, which also shows the calculated distributions at different stations 
downstream from the step. For clarity, the P-S calculations have been 
omitted from this figure. 

The calculated values of St/c//2 as a function of distance down-
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Fig. 4 Comparison between calculated mean temperature profiles and 
measurements of Blom [8] for U-, = 10.1 m/s, 0 , experiment; —, calculation 
(B-U); — , calculation (P-S); |, approximate location of limit of velocity 
boundary layer 
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0-6 
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J. 

Fig. 6 Comparison between experimental heat flux distributions with present 
calculations: 0 , experimental; —, B-U; — P-S 
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Fig. 5 Comparison between calculated mean temperature profiles and 
measurements of Perry and Hoffmann [10] and Fulachler [9], 0 , experiment, 
Perry and Hoffmann; , experiment (best fit curve), Fulachler; —, calcu­
lation, B-U; — , calculation, P-S; |, approximate location of limit of velocity 
boundary layer 

Fig. 7 Comparison between calculated heat flux distributions downstream 
of a step change in surface temperature and measurements in a self-preserving 
thermal layer—Measurements: ®, Fulachier [9] (smooth wall), Ro = 4500; 
x, Pimenta, et al. [17] (rough wall), 4666; +, Pimenta, et al. [17] (rough wall), 
13,343. Calculations (B-U): V, Blom, U, = 6.13 m/s x/SB = 13.5, Ro = 2069; 
• , Blom, U, = 10.1 m/s 13.1, 2283; O, Fulachler, 17.3, 4914; A, Perry and 
Hoffmann, 7.5, 3280; T , Perry and Hoffmann, 24.0, 4124; a , Perry and 
Hoffmann, 42.6, 4909; A, Perry and Hoffmann, 59.3, 5555 
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Fig. 8 Comparison between calculated Reynolds analogy factors and those 
of Blom [8], Fulachler [9] and Perry and Hoffmann [10]—Experimental: • 
Blom, Ui = 6.13 m/s; A Blom, Ui = 10.1 m/s; A, Fulachier; O Perry and 
Hoffmann. P-S calculations: • • • Blom, U-i = 6.13 m/s; Blom, U1 = 10.1 
m/s; — Fulachier; Perry and Hoffmann 

stream from the step, together with the experimental values (only one 
in the case of Fulachier), are shown in Fig. 8. In this case, for clarity, 
the B-U calculations have been omitted. 

Discuss ion of R e s u l t s 
The P-S temperature distributions in Fig. 4 are, as expected, in good 

agreement with the experimental results of Blom. The B-U method 
however yields consistently high values of T+. The discrepancy is 
particularly large at small values of x while agreement with mea­
surements is good at x/&o = 38.6, the furthest downstream station 
considered by Blom for U\ = 10.1 m/s. The high values of the calcu­
lated T+ are partly due to the low values of the calculated heat flux 
(Table 2). This flux is deduced from the logarithmic law (3) using the 
known value of Tw and the calculated mean temperature at the first 
mesh point. As noted earlier, both the logarithmic law and the as­
sumption Pr t = constant are not likely to be valid for small values of 
x and this is substantiated by the P-S calculations. It must be noted 
however that the Reynolds analogy factor St/c//2, Fig. 8, remains as 
high as 1.30 at x/bo = 20, so that the use of the Reynolds analogy would 
lead to the wall heat flux being underestimated by 30%. Both calcu­
lation methods underestimate the values of heat flux given by Blom, 
Fig. 6. 

The Fulachier temperature profile, Fig. 5, is reproduced by the P-S 
calculations in the outer part of the flow while there is some discrep­
ancy closer to the wall. The B-U T+ values are in reasonable agree­
ment with the Fulachier curve. This is consistent with the agreement 
between the values of K# and Co chosen in the program and the ex­
perimental values. Fulachier integrated an energy equation of the 
form 

dx dy dy pcp \ dy I 

across the boundary layer, neglecting the last term on the R.H.S., to 
obtain 

\Qw'y Qw L dx Jo dx Jo J 

(14) 
Using this equation and his experimental curves of U(y) and T(y) the 
heat flux distributions shown in Fig. 6 were obtained. The P-S cal­
culations give Q values consistently lower than the Fulachier results 
while the B-U calculations are in excellent agreement for x/S0 > 12. 
The B-U values are in poor agreement close to the step and part of 
this discrepancy must be due to the low values of Qw indicated in 
Table 2. Unfortunately, the last experimental station of Fulachier is 
at X/SQ ~ 16 so that comparisons with a more fully developed thermal 
boundary layer were not possible. 

Good agreement was again achieved between the Perry and Hoff­
mann temperature profiles and the P-S calculations, Fig. 5, although 
the agreement did noticeably impair as x/6o increased. The B-U cal­
culations differ little from the Perry and Hoffmann values in the 
logarithmic region but the thermal "wake" function obtained from 

the calculation is significantly larger than the measured wake func­
tion. 

A relatively stringent requirement for self-preservation of a thermal 
turbulent boundary layer would be that 

where / is a universal function and 

AT= — ^ d y (15) 
Jo TT 

is a length scale analogous to the Clauser thickness. In Fig. 7 the cal­
culated distributions (using the B-U method) of u8//Qw at x /So x 18 
for the four test cases considered are in reasonable agreement with 
each other but differ significantly from distributions obtained in a 
thermal layer which has essentially the same origin as the momentum 
layer. Good agreement is observed between the results of Pimenta, 
et al. [17] for a rough wall thermal layer and those of Fulachier [9] 
obtained with no unheated starting length. In the case of Perry and 
Hoffmann [10], the B-U calculation was run for values of x/So as high 
as 85. It is clear from the figure that the calculated profiles only be­
come self-preserving in the range 40 < X/SQ < 60. This is approxi­
mately the range in which Perry and Hoffmann's distribution of 
Vd2/TT became a universal function of y/Ar- It was found in Antonia, 
et al. [12] that v8 profiles became approximately self-preserving at 
x/o0 > 40 and it was speculated that some aspects of the thermal in­
terface may attain self-preserving behaviour only when x/6o ~ 100. 
The above results all seem to indicate that the relaxation distance for 
the thermal layer is large. This should place the onus on experimen­
talists to obtain data, particularly heat flux distributions, at values 
of X/SQ of order 100 in experiments dealing with a step change in 
surface heating conditions. 
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Laminar Boundary Layer Swirling 
Flow with Heat and lass Transfer 
in Conical Nozzles and Diffusers 
The flow and heat transfer for a steady axisymmetric laminar incompressible boundary 
layer swirling flow with mass transfer in a conical nozzle and a diffuser have been studied. 
The partial differential equations governing nonsimilar flow have been solved numerical­
ly using an implicit finite-difference scheme after transforming them into new coordi­
nates having finite ranges. The results indicate that, both for the nozzle and diffuser, swirl 
exerts a strong influence on the longitudinal skin friction, but its effect on the tangential 
skin friction and heat transfer is comparatively small. In the case of the nozzle, even for 
a small value of the dissipation parameter at the inlet, the heat transfer rapidly increases 
near the end of the nozzle; whereas in the case of the diffuser, no such trend is observed. 
Suction increases the skin friction and heat transfer, but injection does the reverse. The 
results are found to be in good agreement with those of the local nonsimilarity and mo­
mentum integral methods except near the end of the nozzle or diffuser, but they differ ap­
preciably from those of the local similarity method except near the inlet. 

Introduction 

Swirling flows are encountered in many engineering devices such 
as swirl atomizers used in agricultural spraying machinery and in oiled 
fired furnaces, dust collectors, moisture separators, turbines, pumps, 
fans, compressors and other rotodynamic machines [1-3]. The study 
of the swirling flow through nozzles and diffusers which are important 
components in these devices is of considerable importance. Although 
most of the applications mentioned above involve turbulent flow, the 
flow and heat transfer results obtained on the basis of laminar model 
are, to a large extent, expected to exhibit most of the characteristics 
of the actual problem. Swirling flows in nozzles and diffusers are, in 
general, governed by a set of nonlinear partial differential equations 
which are rather difficult to solve exactly. Hence, most of the inves­
tigators have obtained solutions of the governing equations using 
approximate methods. 

The velocity field for an incompressible laminar boundary layer 
swirling flow through a conical convergent nozzle was first studied 
by Taylor [2] who considered the case when the tangential flow is 
superimposed upon a secondary axial flow. Binnie and Harris [4] 
extended Taylor's approach to include radial as well as swirling flow 
in a conical venturi geometry. Wilks [5] restudied the problem of [2] 
under the assumption that the flow field is composed of a central in-
viscid core flow and a thin boundary layer flow at the walls of the swirl 
chamber. He found velocity overshoot in longitudinal velocity profiles. 
Houlihan and Hornstra [6] followed the approach analogous to that 
of Wilks [4] but they included the effect of boundary layer growth 
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upon the tangential and axial velocities in the freestream. As a result, 
they found that there is no-velocity-overshoot in longitudinal (axial) 
velocity profiles. It may be remarked that all the authors have studied 
only velocity flow field without mass transfer using the momentum 
integral method which is an approximate method with no means of 
assessing the error involved other than by comparison with an exact 
solution. 

Unlike convergent nozzles, where the flow experiences a favorable 
pressure gradient, the flow in diffusers is against an adverse pressure 
gradient and therefore the main flow is liable to separate from the 
boundary. Moreover, in swirling diffuser flows "vortex breakdown" 
can also occur if swirl exceeds a certain critical value [7], The detailed 
description of the phenomenon of vortex breakdown is given in an 
excellent review article by Hall [7]. However, the separation or vortex 
breakdown in diffusers can be prevented by applying suction [7], The 
amount of suction required to prevent vortex breakdown or separation 
throughout the entire length of a diffuser depends on several factors 
such as swirl, cone angle, etc. Most research work in diffusers is ex­
perimental and deals mainly with performance characteristics of 
straight walled two-dimensional radial, conical or annular diffusers 
[8]. The swirling flows in conical diffusers have been experimentally 
studied by McDonald, et al. [9] and So [3], The theoretical studies in 
rotationally symmetric flow passages including conical diffusers using 
boundary layer approximation have been carried out by Schlichting 
and Gersten [10]. Both experimental and theoretical studies men­
tioned above have stressed the performance characteristics and design 
problems. None of the authors has done a detailed study of the flow 
and heat transfer problem in swirling diffuser flows. 

In the present paper, we have studied both the flow and heat 
transfer with mass transfer in a steady axisymmetric laminar in­
compressible boundary layer swirling flow through a conical conver­
gent nozzle and a diffuser. The partial differential equations governing 
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the flow have been transformed into new coordinates with finite 
ranges and the resulting equations have been solved numerically using 
an implicit finite-difference scheme [11-12]. The results have also 
been compared with those of the local similarity, local nonsimilarity 
and momentum integral methods [6, 13-15]. The results presented 
here are the first heat and mass transfer calculations for swirling 
nozzle and diffuser flows. The flow in nozzles and diffusers will remain 
laminar if the swirl is weak; however, for a strong swirl the flow may 
not remain laminar along the whole length but is likely to become 
turbulent near the outlet region. Nevertheless, the results obtained 
on the basis of laminar model can still be useful and can also form the 
basis of analysis with turbulent model. t 

Governing E q u a t i o n s 
The governing equations in dimensionless form for steady laminar 

incompressible boundary layer swirling flow through an axisymmetric 
surface of arbitrary cross section (see Fig. 1) with free-vortex imposed 
on the longitudinal flow are [5-6] 

/ ' " + / /" + [)(X)(1 - P) + «(X)(1 - s2) 

= 2X(f'fx'- f"fx) (1) 

s» + fs'= 2X(f'sx - s'fx) (2) 

P r ~ V + fg' + (u e
2 /h e ) [ /" 2 + (ue/ue) V 2 ] 

= 2X(f'gx-g'fx) (3) 

The boundary conditions are 

f(X, 0) = /„,, f'(X, 0) = s(X, 0) = g(X, 0) = 0 

f'(X, ») = s(X, ») = g(X, =>) = 1 (4) 

where 

Z = ruez/(2X)V2, X = v C"uer
2dx 

Jo 

ii = (2X)1/2/(X, Z), u = r-^dHdz), w = -r'Hd^/dx) 

f = ulue, s = vlve> g=(T- T J / ( T „ - Tw) (5a) 

a(X) = (-2X/r){dr/dX)(ve/ue)*, j8(X) = (2Xlue)(duJdX) 

he=-Cp(Ta-Tw) (56) 

y , v , 

fw = - ( 2 X ) - 1 / 2 CX(w)wrdx 
Jo 

(5c 

The skin-friction coefficients along x and y directions and heat-
transfer coefficient in the form of Nusselt number can be expressed 
as 

f r ( x ) / 

Fig. 1 Coordinate system and velocity components (or axisymmetric (low 
through a surface with arbitrary cross section (x is the longitudinal distance 
along surface, y Is the tangential (circumferential) distance around surface, 
and z is the distance normal to surface) 

Cf = 2Tx/Pue
2=(2/X)1^rfUJ" 

U/ = 2?y/pue
2 = (2lX)^MvJue)sw' 

Nu = x{dTldz)J(T„ - Tw) = (ruex)(2X)-!/2gw ' (6) 

For a conical convergent nozzle with straight generators (see Fig. 2) 
[6] 

r/L = (1 — x) sin X, x = x/L, ue = b/r2, ve = Tlr, X = vbx (7a) 

a(x) = 2x(l - x)(ve/ue)i
2, P(x) = 43c/(l - x), X(dldX) = x(d/dx) 

ue
2/he = (ueyhe)i(l - x)~\ (vjue)* = {ve/ue)iKl - 3c)2 (76) 

fw = A(3c)!/2(1 - x/2), A = -(w)wL^ sin X/(2*6)i/2 (7c) 

where A % 0 according to whether there is suction or injection. 
Similarly, for a truncated conical diffuser with straight generators 

(see Fig. 2) 

r/L = bi[l + (x/bi) sin A], fet = oi/L (8a) 

a(x) = - 2 ( J / 6 i ) sin X[l + (x/by) sin \](ve/ue)i
2 

P{x) = -4(x /6 i ) sin X/[l + (x/bi) sin X] 

u^/he = (ue
2/he );[1 + (x/h) sin X]"4, 

(ujue)
2 = (ue/ue)^[l + (x/bi) sin X]2 (86) 

/„, = A(x/bi)l/2[l + (3c/26i) sin X], 

A=-(w)wai_a'2/(2vb)V2 (8c) 

Other expressions are same as those for the nozzle. 
From equations (7c) and (8c), it is evident that the parameter A 

will be a constant if the surface mass transfer (w)w is taken as a con­
stant, because L,\,v,ai and 6 are all constants. Consequently, / w will 

• N o m e n c l a t u r e . 

a, oi, A, b, 6i = constants 
Cf, Cf = skin-friction coefficients along x and 

y directions, respectively 
Cp = specific heat at a constant pressure 
fw = mass transfer parameter 
/ ' = dimensionless longitudinal velocity 
fw", sw' = surface skin-friction parameters 

along x and y directions, respectively 
g = dimensionless temperature 
gw' = surface heat-transfer parameter 
h = enthalpy 
L = length of the nozzle or diffuser measured 

along x direction 
Nu = Nusselt number 
Pr = Prandtl number 
r = surface radius 

s = dimensionless swirl velocity 
T = temperature 
u, v, w = velocity components along x, y and 

z directions, respectively 
He 2/he = viscous dissipation parameter 
x, v, z = longitudinal, tangential and normal 

directions, respectively 
x = dimensionless longitudinal distance 
X, Z = transformed coordinates, equation 

(5a) 
a, (3 = swirl and longitudinal acceleration 

parameters, respectively 
r = constant circulation 
r;, rj = transformed normal distances 
X = semi-vertical angle of the nozzle or dif­

fuser 

v = kinematic viscosity 
p = density 
Tx, Ty - shear stresses along * and y direc­

tions, respectively 
i/< = dimensional stream function 

Subscripts 

e = denotes condition at the edge of the 
boundary layer 

i = denotes inlet condition 
w = denotes condition at the surface Z = ij = 

0 

Superscripts 

' = prime denotes differentiation with respect 
t o Z 
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vary according to expression given in equation (7c) or (8c). Here, the 
mass transfer on the surface is taken to be so small that the potential 
flow at the edge of the boundary layer is not affected by it, and 
therefore the potential flow velocity components ue and ve given in 
equation (7a), which have been derived on the assumption of no mass 
transfer, can be assumed to hold good in the present case also. 

It may be remarked that the solutions for incompressible nozzle 
flows are rather limited as the flow velocities increase with x and they 
tend to become compressible for large x. 

It may be noted that equations (1) and (2) are uncoupled from (3) 
and, at X = 0 (or x = 0), they reduce to well-known similarity (Blas-
ius) equations. Further, they reduce to those of nonswirling flows 
when a(X) = 0 and (ve/ue)i = 0. Further, it may be remarked that 
both for nozzles and diffusers /„, = 0 at x = 0 for all values of A (see 
equations (7c) and (8c)). The parameter ve/ue gives a measure of the 
relative magnitudes of the swirl and longitudinal flow. It is evident 
from equation (76) that in the case of a nozzle the longitudinal flow 
dominates the swirl flow as the vertex is approached (x -* 1), although 
at the inlet (x = 0) the swirl flow is greater than the longitudinal flow 
((ve/ue)i > 1). On the other hand, in the case of a diffuser, as is evident 
from equation (86), swirl flow dominates the longitudinal flow 
throughout the length of the diffuser if (ve/ue)i > 1. It may also be 
remarked that swirl is assumed to be imposed upon the longitudinal 
flow when swirl is small, but for a large swirl {(velue)i > 1) it may be 
regarded as other way around. 

Trans format ion to F i n i t e Coord inates 
The governing equations (1-3) are transformed to a new system of 

coordinates by means of a transformation [11] 

7) = 1 - exp (-aZ), a > 0 (9) 

wherein the infinite range of integration (0, ») on Z is replaced by a 
finite range (0, 1) on ?j. The scaling factor, a, provides an optimum 
distribution of nodal points across the boundary layer [11]. We define 
df/dZ = F, o( l — ?/) = rj and change the variable Z to rj. As a result, 
equations (1) to (3) become 

r ^ , , + W ~ a)F„ + 0(XH1 - F2) + a(X)(l - s*) 

= 2X(FFx-ijfxFtl) (10) 

(a) Conical nozzle with straight generators 

(b) Truncated conical diffuser with straight 
generators 

Fig. 2 Conical nozzle and truncated conical diffuser 

Journal of Heat Transfer 

W2s„ + W - a ) s , = 2X(Fsx - vfxsv) (11) 

P r - % „ „ + rj(f ~ aPr - ! )g , + (ueVhe)rj2[Fv
2 

+ (ve/ue)W] = 2X(Fgx - rjfxg,) (12) 

with 

J»„ F 
— -dV + L (13) 

o a ( l - ri) 
where fw is given by equations (5e). The boundary conditions (4) are 
now transformed to 

F(X, 0) = s(X, 0) = g(X, 0) = 0, F(X, 1) = s(X, 1) 

= g(X, 1) = 1 (14) 

The parameters fw", sw' and gw' occurring in (6) can be written as 

fw" = aiF^u,, sw' = a(sv)w, gw' = a(gv)w (15) 

M e t h o d of S o l u t i o n 
The governing equations (10-12) under conditions (14) along with 

(7) or (8) were converted into a set of implicit finite-difference 
equations, and the resulting linear tridiagonal matrix equations were 
solved by the use of Thomas algorithm [16]. The method is the same 
as that employed by Marvin and Sheaffer [11] and Vimala and Nath 
[12], except that the fully implicit finite-difference scheme instead 
of Crank-Nicholson finite-difference scheme, and Thomas algorithm 
instead of the algorithm given by Varga, [17] were used. Since the 
method is described in full detail in [11-12], for the sake of brevity 
it is not described here. It may be noted that the use of Thomas's al­
gorithm for the solution of tridiagonal matrix equations takes less 
computer time as compared to the matrix inversion method [16]. 

The computations were carried out for (ue
2/he)i = 0.01, (ve/ue)i

2 

= 1,10; A = 0 ,1 , - 1 (for nozzle) and 2 (for diffuser), A = 0.1, 0.2 (in 
radians). Here Pr is taken as 0.7, &i = 0.5 and a = 0.6217. The step 
sizes A?; = 0.005 and Ax = 0.05 have been used for computation and 
further reduction in them does not change the results up to the third 
decimal place. The accuracy of the method was also tested by com­
paring our results for X = 0 (i.e., similarity equations) with those 
obtained using forward integration scheme, and our results agreed 
to within 4 decimal places tabulated in [13]. It is evident from (76) 
that /3(x) and ue

2/he tend to infinity as x tends to 1. Hence the solu­
tions are not valid as x approaches 1. In order to compare our results 
with those of the local similarity, local nonsimilarity (three-equation 
model) and momentum integral methods [6, 13-15], we have also 
solved our equations using these methods. 

R e s u l t s and D i s c u s s i o n 
Conical Convergent Nozzle. Some representative velocity and 

temperature profiles (/', s, g) are shown in Figs. 3-4. It is evident from 
these figures that the profiles become very steep when x increases. 
The profiles also become steep when A or (ve/ue)i increases, however 
they are not shown for lack of space. Since a = 0 = fw = 0 at x = 0, the 
profiles at x = 0 are unaffected by the change of these parameters. It 
may be remarked that there is no velocity overshoot in longitudinal 
velocity profiles / ' . Similar behavior has also been observed by Hou­
lihan and Hornstra [6]. 

The variation of/„,", sw' and gw' with x for various values of A and 
(ve/ue)i is shown in Figs. 5-7 which also contain results obtained by 
the local similarity, local nonsimilarity (three-equation model) and 
momentum integral methods. The results show that swirl exerts a 
strong influence on /„," whereas its effect on sw' and gw' is compara­
tively small. It is also observed that/u,", sw' and gw' increase along the 
nozzle whatever may be the values of A and {ve/ue)i, butgw' increases 
rapidly towards the end of the nozzle. This increase in gw' for large 
x is due to the viscous dissipation parameter ue

2/he. Even a small 
value of (ue

2/he)i (say 0.01) can give rise to large increase in gw' for 
large x. The effect of suction (A >-Q) is to increase /,„", sw ana gw 
while injection (A < 0) does the reverse. For non-swirling flows (i.e., 
a = 0, (ve/ue)i = 0), the values of/u,", sw' andg,„' are nearly same as 
those of swirling flows with (ue/ue)i = 1, and, therefore, they could 
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Fig. 3 Longitudinal and swirl velocity profiles (nozzle) 
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Pig. 4 Temperature profiles (nozzle) 

not be shown in Figs. 5-7. The reason for small change in /,„", sw' and 
Sui' >s that when (ujue)i • 1, a is small (Q < « < 0.6) for 0 «if « 0.8 
(see equation (7b)), hence small change in a is not expected to produce 
significant change in /,„", sw' and gw'. This implies that it takes a lot 
of swirl to get a strong influence, The results indicate that there exists 
a critical value of the injection rate A depending upon the swirl pa­
rameter at the inlet {ue/ue)i beyond which separation occurs, For 
example, when (u„/ua)i = 1 and A - -1.8, separation occurs near x 
- 0.1, However, for (y0/w0)i

8 = 10 and A = -1.8, separation does not 
occur. This implies that separation can be prevented by increasing 
the swirl velocity at the inlet. 

In the inlet (throat) region, the skin friction (both longitudinal and 
tangential) is little affected by swirl when (ue/u„)i - 1, but significant 
increase is observed when (uc/wfl)i

a • 10. Near the end of the nozzle, 
the effect of swirl tends to diminish. On the other hand, the effect of 
swirl does not significantly increase the heat transfer in the inlet re­
gion. Similar trend has been observed experimentally, which is im­
portant from a design viewpoint [18], 

We have compared our results (see Figs, 5-7) with those obtained 
by the local similarity, local nonsimilarity and momentum integral 
methods, and we find that except very near the inlet region (i.e., x e* 
0) the local similarity results are not in good agreement with the 
present (finite-difference) results and the difference increases as * 
increases. It may be noted that the local similarity solution of equation 
(2) or (11), when/w « 0 or a constant, reduces to that of the similarity 
solution. Hence sw' = 0.4696 for all x when A - 0 (/,„ - 0) and it is not 
shown in Fig. 5, In the present problem, the nonsimilar terms of 
equations (1-3) or (10-12) (i.e., right hand side) are not small for large 
x and therefore the local similarity method, in which the nonsimilar 
terms are neglected, is not expected to give satisfactory results espe­
cially for large x. On the other hand, the local nonsimilarity and mo­
mentum integral results are in good agreement with the finite-dif-

6.0 

4.0 

2.0 

0 

(v, /u,) f -1 
(ve/ue)f-10 

• (ve/ue)?».1,A-0 1 

* (Vue ) i -10,A-0 

a (*Wue)| - 1 , A-0 
2 

A (ve/u8)|-10, A-O. 
+ (v e /u e ) f „1 , A-O' 
x (ve/ue)f .10,A-OJ 

• Finite difference 
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Fig. S Variation of longitudinal akin friction with x (nozzle) 
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Fig, 8 Variation of tangential akin friction with x (nozzle) 

e.o 

— (v9/u,)?.l.(u|)hs)|.0.0ll 
/ . \t <m. ! „ . < An. r Finite difference 

—— (uf'Mi-o J 

" i ' ' , [ Local similarity . 
(vs/u,)|JO,A.O/(u|/h,)|.0.0lJ / 
(v,/u,)[ 
(VgfUi )H,A-O,lu,/h,)|«0,01 Momtntumlnleoral /!/. 

m 

a»0.e217,Pr.0,? 

0,2 0.4 0,0 0,8 
7 

Fig. 7 Variation of heat transfer with x (nozzle) 

ference results (present method) in the entire region except near the 
end of the nozzle. However, the local nonsimilarity method gives more 
accurate results compared to the momentum integral method. 

Conical Diffuser. As mentioned earlier, the flow in diffusers is 
against an adverse pressure gradient and, therefore, separation even 
occurs near the inlet. The results show that for A = 1,2 and (ue/ue)i

2 

• 10, separation occurs near x = 0.2, but for (ufi/ue); = 1 and A = 1.2, 
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no separation occurs. This indicates that the swirl critically affects 
separation, and this has also been observed experimentally [3,9]. Since 
geparation increases energy losses and leads to very nonuniform ve­
locity profiles at the exit, the problem of designing diffusers with 
minimum energy losses is important. For the values of parameters 
used in the present analysis, we have found that separation 
throughout the entire length of the diffuser can be prevented by 
taking the suction parameter A = 2 and then the solution can be ob­
tained for the entire range (0 < x < 1). 

The velocity and temperature profiles (/', s, g) at x = 0.5 and 1.0 
are given in Fig. 8. Since the profiles at x = 0 are the same as those of 
nozzles given in Figs. 3-4, they are not shown here. Like those of 
nozzles, they also become steep as x increases. The skin-friction and 
heat-transfer parameters (fw", sw', gw') are shown in Figs. 9-10. As 
in the case of a nozzle, swirl (ve/ue)i affects/,/ ' significantly, but its 
effect on sw' and gw' is small. In fact, gw' is little affected and it was 
not possible to show it in Fig. 10. Unlike those of nozzles, fw", sw' and 
gw' are reduced as (ve/ue)i increases. It is observed thsAgw' is little 
affected by the dissipation parameter (ue

2/he)i, whereas in the case 
of nozzles the effect is very significant. It is also seen that sw' and gw' 
are more affected by the cone angle A as compared to fw". As observed 
for nozzles, fw"', sw' and gw' for nonswirling flows (i.e., a= 0, (ve/ue)i 
= 0) in diffusers are nearly same as those of swirling flows with (ve/ue)i 
= 1. We have compared our results (see Figs. 9-10) with those ob­
tained by the local similarity, local nonsimilarity and momentum 
integral methods, and we have found that they are in good agreement 
with those of the local nonsimilarity (three-equation model) and 
momentum integral methods except near the outlet, but that they 
differ appreciably from the local similarity results except near the 
inlet. In fact, the difference is much more pronounced compared to 
that of nozzles. Therefore, the local similarity method is not suitable 
for swirling nozzle or diffuser flows. 

Conclus ions 
Both for nozzles and diffusers, swirl exerts a strong influence on 

the longitudinal skin friction, but its effect on the tangential skin 
friction and heat transfer is comparatively small. It has also been 
found that the effect of small swirl on the skin friction and heat 
transfer is minor and that large swirl is required to produce strong 
influence. In the case of the nozzle, even for a small value of the dis­
sipation parameter at the inlet, the heat transfer rapidly increases near 
the end of the nozzle, whereas in the case of the diffuser no such trend 
is observed. For the nozzle, the longitudinal skin friction is more than 
the tangential skin friction, but for the diffuser the reverse is true. 
Suction increases the skin friction and heat transfer, whereas injection 
does the reverse. The separation in the diffuser can be prevented by 
applying suction. The results are found to be in good agreement with 
those of the local nonsimilarity and momentum integral methods 
except near the end of the nozzle or diffuser, but they differ appre­
ciably from those of the local similarity method except near the 
inlet. 
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Low-Velocity Heat Transfer to a 
Flat Plate in The Presence of a 
Corona Discharge in Air1 

A study was conducted to determine the enhancement in convection heat transfer that 
could be achieved using the corona, wind over a range of stream velocities. A heated flat 
plate mounted in a flow channel was placed in a Mach-Zehnder interferometer. Corona 
wires were placed above the active plate surface. Data were taken over a range of stream 
velocities. The results showed the expected large increase in heat transfer at low velocities 
and that this gain in heat transfer decreased to zero at high stream velocities. 

Background 

Enhanced heat transfer by the application of an applied electro­
static field has often been demonstrated. Increases in heat and mass 
transfer due to the actions of a corona discharge have been shown for 
condensation and frost formation and in free and forced convection. 
These actions have taken place in still air or nearly still air [1-12]. 
Industrial applications have centered on heating and cooling indus­
trial parts in manufacturing processes, flame spraying, or in baking 
bread. Experimental efforts have been centered largely on the elec­
trostatic-free convection interaction. Industrial uses likewise have 
centered on low-velocity processes. 

The fivefold increase in heat transfer found with electrostatic-free 
convection in air is uniquely related to the fluid mechanics involved 
in the interaction [1, 2]. This mechanism is described briefly as follows. 
Consider a sharp, pointed electrode aimed at a flat plate. If a high 
voltage is applied between the point and the plate, at high enough 
voltages an electrostatic corona will form around the point. The air 
near the point will become ionized and these ions will be unipolar. The 
electrical field created by the applied voltage will drive these ions 
toward the plate. In their transit they will collide with the neutral air 
molecules and cause a streaming of the air. In air at atmospheric 
conditions, this electric wind can reach velocities of the order of 2 m/s. 
This slight wind created by the corona discharge can be used as any 
other air jet of the same velocity. If the electric wind is directed at a 
heated surface located in still air, the result will be more rapid cooling. 
The heat transfer increases as the free convection is changed to forced 
convection. 

By analogy, the electric wind can be used to enhance mass transfer, 
and this has been demonstrated in freezing and condensation pro-

1 This work was conducted under sponsorship of the U.S. Army Research Office, 
Durham, North Carolina. 
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Annual Meeting, New York, New York, December 5-10,1976 of T H E AMERI­
CAN SOCIETY OF MECHICAL ENGINEERS. Manuscript received by the Heat 
Transfer Division, April 15,1977. Paper No. 76-WA/HT-47. 

cesses if the transport to the surface is the rate limiting step [8,11]. 
Thus, one can see that the electrostatic action in air of a corona point 
is generally that of substituting an electrostatic air pump for a fluid 
mechanic air pump. Although a case might be made for the change 
in the fluid properties due to the charged specie within the zone of 
corona wind, the concentration of the charge is so small relative to the 
neutrals, of the order of one ion to 1010 neutrals, that any change in 
average physical properties, thermal conductivity or viscosity, should 
be very small. Prior experimental and analytical studies have indi­
cated that the changes to free convection and frost formation can be 
explained quite closely on the basis of fluid mechanics rather than 
changes to physical properties [1, 2, 3, 6, 11]. The effects of temper­
ature on the electrical properties is discussed in the Appendix. 

In addition to "free-convection" interactions, studies have been 
made of electrostatic actions within channel flow. Tests of laminar 
flows of gases in round and flat channels have revealed large increases 
in friction factor [5] and increased heat-transfer coefficients. To ac­
count for these increased values, possible mechanisms have been 
studied extensively, and it has been concluded that the actions were 
due to electrostatically induced secondary flows that caused mass 
mixing of the low and high-velocity regions in the channel [12]. These 
secondary flows are directly related to the pressure gradients gener­
ated by the corona discharge electric wind. In the channel flow tests, 
it was found that the increases in friction factor and heat transfer 
vanished as the velocity increased and the flow became fully turbu­
lent. 

Because of the increases found in the "free-convection" region of 
heat and mass transfer, and in the low-velocity, forced-convection 
channel flow, it was considered logical to investigate the corona wind 
interactions with an ordinary flat-plate boundary layer and the as­
sociated heat transfer. This paper addresses-a study of the possible 
existence, nature, and range of corona interactions with a flat-plate 
boundary layer. 

Experimental Investigation 
A Mach-Zehnder interferometer was used to measure the effect of 

a corona discharge on the heat transfer from a heated plate. The plate 
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the wires and their horizontal spacing from the plate could be adjusted 
by means of traversing screws located at the upper and lower beams. 
All gr'd wires were put into tension, and the uniformity of tension was 
noted by the pitch of the sound when each wire was plucked. 

When the corona discharge takes place, a streaming of the air results 
from each corona wire. When the parallel streams impinge on the plate 
and form rolls along the surface of the plate the spacing of the rolls 
is directly related to the spacing of the wires. This action has been 
shown previously [1,4], In the case when the wire spacing is close, it 
is possible for the pressure field generated to cause fluid instability 
and the resulting fluid motion can also lead to enhanced heat transfer. 
In these tests the wire spacing was wide enough that it could be ex­
pected that individual corona wind streams could result. If a hori­
zontal mounting of the wires had been used, it would have been pos­
sible to observe the effects on the temperature field of the individual 
corona wind streams. This had been done in previous work where the 
separate actions of the corona streams on the thermal field were 
clearly shown [1], When electric wind would be initiated the free 
convection would change to forced convection, and the "rolls" would 
change their character completely making the interpretation of data 
difficult. To minimize the difficulty in interpretating the results as 
the flow field changed from free convection to forced convection the 
wires were placed in a vertical position. 

Grid current was supplied by a Sorensen 6038-4 high-voltage source. 
Current from the source was measured on the high-voltage side by 
a Westinghouse-type PX-161 micro-ammeter contained within a 
plcxiglas box. A neon bulb protection circuit was placed in series with 
the meter to guard the meter against damage from sparking. The grid 
voltage was measured by a Singer model SEH electrostatic voltmeter. 
The wire-wire and grid-plate spacings used in these tests were 0.50 
and 0.25 in. (1.27 and 0.635 cm), respectively. 

The heated test plate was made of aluminum, 19 in. long and 9-7/8 
in. wide (48.3 cm X 25.1 cm). The top surface was flat within ±0.006 
in. (0.0127 cm) overall with a sand-blasted finish. The leading edge 
had a Vs in. (0.3175 cm) radius tangent to both the top surface and the 
30 deg slope of the bottom cover plate. Twenty-five iron-constantan 
thermocouples were potted in drilled holes on the bottom surface of 
the top plate in rows of five with Sauerisen electric heater cement. 

The heating element was made of nichrome alloy wire, with a re­
sistance of 6.3 Q/ft. The heater contained eight separate 46,4 fl circuits, 
giving a total heater flux of 1100 W at 80 V R.M.S. over an area of one 
square foot per side. The plate temperature was monitored by a 
Leeds-Northrup millivolt potentiometer using an ice bath for refer­
ence. 

Side rails fitted to the bottom cover plate were slotted to allow 
adjustment of the plate so it could be viewed at different positions 
up to 14 in. (36.6 cm) from the leading edge. 

The optics of the Mach-Zehnder interferometer were modified for 
the channel flow arrangement. In the vertical side walls of the test 
section, optical flats were mounted to provide a smooth closed surface 
for the flow, and also provide a precise undigtorted path for the light 
beam into and out of the test chamber. To compensate for these op­
tical flats in the test chamber, two 1 in, (2.6 cm) optical flats were 
incorporated in the reference leg of the interferometer, Useful fringe 
patterns were achieved by readjusting the flats and the corona mirrors, 
The light source was a Baird Atomic D-9 interference filter with a peak 
wavelength for the green line of mercury of 5460 A and a tolerance of 
+15,-0 A. 

A Speed Graphic camera fitted with a Polaroid 4X5 film holder 
was used in conjunction with a shutter to form a camera. Polaroid 200 
speed film was exposed at y^ shutter speed. 

The stream velocity was determined by making pitot-static mea­
surements. For low velocities, the pressure difference was measured 
using a traversing microscope to read a micromanometer. At higher 
velocities, a 0 to 3 in. (0 to 7,6 cm) inclined manometer was used. 

Test Procedure 
The following procedure was used throughout the tests to obtain 

the greatest accuracy, The plate was positioned so that the region of 
interest was in view, and the plate was parallel to the test section walls. 

Parallelism was checked with a depth gauge micrometer at three 
points on the plate using the front wall of the test section as a refer­
ence. When the three points were within 0.005 in. (0.0127 cm), par­
allelism was considered accomplished. 

A similar procedure was used to locate the wire plane parallel to the 
plate. Using the plate surface as a reference, the beams were adjusted 
until the four grid-plate spacings were within one grid wire diameter 
of each other. 

A glass probe was moved up to the plate surface. The camera was 
positioned so that the object plane coincided with the center of the 
plate to reduce refraction error. The fringes were focused at the object 
plane. The test section was then rotated about its vertical axis until 
the probe appeared just to touch the plate at its tip. The displacement 
fringes were made perpendicular to the plate by. adjusting the mir­
ror. 

The flow was adjusted to give the desired rate. The plate was then 
heated and the heaters adjusted so that the surface temperature was 
uniform within 1°F. At high free-stream velocities, the surface tem­
perature varied ±1.5°F across the plate from side to side. Since the 
heater circuits ran from side to side, no adjustment could be made to 
reduce this 3 deg maximum cross plate temperature variance. When 
steady-state temperature was reached, a no-current picture was taken. 
Grid voltage was then adjusted until the desired grid current was 
obtained. If the plate temperature varied, it was adjusted to no-cur­
rent conditions. After steady-state had been reached with the current 
on, all thermocouples were read and recorded at each test condition 
as well as stream velocity and temperature. Barometric pressure and 
wet and dry bulb temperatures were taken at the beginning of each 
test. 

Evaluation of In ter ferograms 
Temperature profiles were obtained by careful measurement of 

fringe displacement. To accomplish this, the following procedure was 
used. A reference length T located in the interferogram was measured 
with a machinist rule. Since the actual length of the cross bar of the 
T was known, the photomagnification could be determined. The in­
terferogram was placed on the stage of a Gaertner comparator tra­
versing microscope. 

The technique used to evaluate the interferograms consisted of 
scribing a line tangent to the linear portion of the fringe. The cross­
hairs of the comparator were moved along the line and the intersec­
tions of the line with the fringes recorded. The temperature corre­
sponding to each fringe was calculated by comparing conditions in 
the test section with known conditions in the reference leg [13-15]. 
The results were checked with photographs taken by Kennard and 
were found to agree within 1°F. 

A free convection test was run and the temperature profile deter­
mined by this method. The results are shown in Fig. 3, where the 
Pohlhausen solution is shown for reference. The correlation is con­
sidered to be good, and deviation appears only in the region very close 
to the plate where it is difficult to interpret the fringes. 

Evaluation of Test Appara tus 
To present the test results effectively, the data were reduced to 

dimensionless form. The quantities in the dimensionless group (T -
Tm)l(T„ - Ta,) were determined as follows: T - T„ was calculated 
by the measurements of the interferograms; Tw was determined from 
an average thermocouple reading in the region of interest; and T„ was 
taken to be room temperature as read on a mercury bulb thermometer. 
A thermocouple placed in the stream was found to give erratic read­
ings. The quantity ij = ij( W«,,z,y) was calculated for the two positions 
investigated (z = 7 and 8 in.). The term Wm was determined from a 
pitot-static reading in the main stream ahead of the plate. To account 
for the area reduction caused by the plate, a pressure profile was taken 
at the test site and compared with concurrent readings ahead of the 
plate. The velocity corresponding to the flat portion of the curves was 
taken as W„. The kinematic viscosity^ was evaluated at the mean 
temperature (Tw + 71„)/2; z was measured from the leading edge. 

Local Nusselt numbers were calculated from the temperature 
profiles as follows (15). Nusselt number is defined as Nu - hz/h, where 
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Fig. 3 Experimental points for the free-convection test plotted against 
Pohlhausen's solution 

z is a characteristic dimension (for the plate, the distance from the 
leading edge), h is the local film heat transfer coefficient at the surface 
defined as (k/AT)(dT/dy)\w. The temperature gradient (dT/dy)w 

on the surface can be determined from the temperature profile. The 
subtangent to this profile, denoted by S1, is AT/(dT/dy)u,. Substi­
tuting &1, the Nusselt number is simply the ratio of two lengths, z/51, 
where z is predetermined for any case chosen and 51 can be obtained 
from the temperature profile. 

The accuracy of this method of determining the Nusselt number 
depends on the accuracy with which the tangent can be drawn on the 
temperature profile. The subtangent to the test profiles was con­
structed assuming a linear profile from 70° to 80° F AT. 

The maximum velocity in a free convective boundary layer (W/max) 
was calculated by assuming that the maximum value of W/2Vgz 
VTJ(TW - T„) was 0.275, as shown by Schlichting [16]. For AT = 
80°F, W7max was 0.925 and 0.988 ft/s (28.2 and 30.1 cm/s) at 7 and 8 
in. (17.8 and 20.3 cm) from the leading edge, respectively. 

The flow conditions in the test section were determined by running 
pitot-static traverses across the channel. A typical result is shown in 
Fig. 4. It can be seen that the flow in the mainstream is quite uniform 
at the test site (7 in. or 17.8 cm from the leading edge of the plate). 

To further check the operation of the entire test assembly, runs 
were made with no applied voltage but at several flow velocities. The 
no-corona profiles were plotted against the Blasius solution for a 
laminar boundary layer in forced convection. Typical results are 
shown in Figs. 5 and 6. A plot of logi0[l - (T - T„)/(.TW - T„)] versus 
logio(y/8) for a turbulent boundary layer should have a slope of 1/7 
[17]. Such a plot was made for the 15.4 and 19.1 ni/s tests. Their slopes 
ranged from 1/4.8 to 1/6.0. It appeared that the boundary layer was 
in transition from laminar to turbulent in this velocity range. This 
trend can also be noted in Figs. 5 and 6, where the profiles become 
fuller at larger velocities as one would expect when the boundary layer 
becomes turbulent. 

Experimental Results with Current 
After the channel flow velocity had been set and the plate tem­

perature stabilized, the voltage would be applied and increased until 
the desired corona current was reached. After the plate temperatures 
had stabilized, a picture of the fringe pattern was taken. The tem­
perature profiles that resulted from the application of the voltage and 
the consequent corona current are shown in Figs. 7-10. 

The data are presented at various values of corona current because 
for a given wire configuration current is directly related to the pressure 
rise generated by the electric wind. Typically 

Ap = J Ik 
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Fig- 7 Effects of corona discharge on the temperature profile. Free-stream 
velocity, 16.3 ft/s (5.0 m/s), grid-plate spacing, 0.236 In. (0.60 cm), wire-wire 
spacing, 0.5 in. (1.27 cm) 
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Fig. 8 Effects of corona discharge on the temperature profile. Free-stream 
velocity, 23.4 ft/s (7.1 m/s), grid-plate spacing, 0.236 in. (0.60 cm), wire-wire 
spacing, 0.5 in. (1.27 cm) 
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Fig. 9 Effects of corona discharge on the temperature profile. Free-stream 
velocity, 50.6 ft/s (15.4 m/s), grid-plate spacing, 0.236 In. (0.60 cm), wire-wire 
spacing, 0.5 in. (1.27 cm) 

where J is current density and k is ion mobility. If voltage is used, it 
is necessary to obtain the cut-in voltage under each test condition. 
Atmospheric changes affect the cut-in voltage, VQ. The common co­
rona relationship is 

i = CV(V-V0) 

where i is current, C is a constant and V is voltage. The choice of using 
V and VQ, or using current is somewhat arbitrary, but since the fluid 

.05 O 
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Fig. 10 Effects of corona discharge on the temperature profile. Free-stream 
velocity, 62.5 ft/s (19.1 m/s), grid-plate spacing, 0.236 in. (0.60 cm), wire-wire 
spacing, 0.5 in. (1.27 cm) 
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Fig. 11 Dlmensionless plot showing the effect of corona discharge at various 
free-stream velocities; Wlma% is the maximum free convective velocity at the 
same AT, subscript 0 indicates no current condition. 

interaction is driven by the pressure and the pressure is a direct 
function of current, current has been used. In past experiments no 
actions could be discerned until a current was measured no matter 
what the voltage was [2]. 

Examination of the figures shows that, at the lowest velocities, the 
slope of the temperature profile becomes more steep as the corona 
current is increased. Such a steepening of the temperature profile 
implies an increased heat transfer coefficient. Also note that, as the 
stream velocity increases, the differences in the temperature profiles 
tend to disappear. 

These findings are more graphically portrayed in Fig. 11, where the 
ratio of the Nusselt number with corona to the Nusselt number wi­
thout current is plotted. The abscissa is the ratio of stream velocity 
to the peak velocity of a free convection profile at the same AT (plate 
to freestream temperature difference). This figure indicates that, at 
very low stream velocities, the heat transfer is doubled, but at high 
stream velocities, the effect of the corona on heat transfer disappears. 
The magnitude of the velocities involved can be seen by recalling that 
W/max was 0.925 ft/s and 0.988 ft/s ?28.2 and 20.1 cm/s) for z = 7 and 
8 in. (17.8 and 20.3 cm), respectively. 

To check the accuracy of the conclusion that the effects of corona 
disappeared at higher velocities, an additional test was run at 62.5 ft/s 
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(19.1 m/s). The plate temperature was recorded before high voltage 
was applied. Then a voltage was applied so that a corona current of 
1000 jiA was indicated. No changes were made in the power being 
supplied to the plate. The setup was left undisturbed for 30 min. The 
plate temperature was again recorded and was found to be identical 
to that taken before the voltage was applied. The heat balance was 
unaffected by the corona discharge. It can be concluded that the ratio 
of Nusselt numbers before and after the voltage was applied is one. 

To further aid in the interpretation of the results, the temperatures 
for a velocity of 5.9 ft/s (1.8 m/s) are plotted against the Blasius 
boundary-layer distance parameter in Fig. 12. The profiles with co­
rona current are fuller than the no current case and heat transfer is 
increased greatly by corona at this low velocity. If one now examines 
Fig. 5, where the no-current velocity profiles are plotted at various 
stream velocities, it can be seen that the profiles with corona at the 
lower velocity, 5.9 ft/s (1.8 m/s), resemble the higher velocity no-
current profiles as they tend to become turbulent. 

Thus, the interpretation of Figs. 11 and 12 lends credence to the 
concept that the action of the corona is to promote mixing of the 
boundary-layer flow and the free-stream in a manner somewhat 
analogous to turbulent flow. This result supports the conclusions 
drawn from extensive tests of the electrostatically induced changes 
in channel flow of gases [11]. In those tests it was deduced that elec­
trostatically induced secondary flows caused the low and high-velocity 
fluids to mix in the channel with a subsequent increase in the friction 
factor and heat-transfer coefficient. 

Conclus ions 
The study has indicated that the enhanced heat transfer found in 

the past with corona wind-free convection also exists at low air ve­
locities over a flat heated plate. The increases found were of the same 
order of magnitude as those found with free convection so long as the 
stream velocity was no more than an order of magnitude larger than 
the characteristic free convection velocity. At higher stream velocities, 
the increase in heat transfer was found to lessen until enhancement 
no longer existed. This result is in agreement with the concept that 
the increases in heat transfer result directly from the electric wind 
induced by a corona discharge [21]. Since the characteristic velocity 
of the electric wind is low, it can be expected that the region of ap­
plication of electrostatically enhanced heat transfer due to corona 
discharge in gases will exist under conditions where the stream ve­
locity is of the order of the corona-wind velocity or less. 

APPENDIX 
Concern is sometimes expressed over the mechanisms involved in 

the electric field actions on heat transfer in gases, particularly about 
property variations. If significant fluid property variations were in­
duced by the ion wind or the E field, then the assumption that the 
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Fig. 12 Temperature profiles for different corona currents. 

effect on heat transfer was due to the electric wind induced by the 
corona could be questioned. In the case of liquids, dielectric effects 
could exist as well as charge effects. With gases the dielectric influence 
usually is small. The effects on viscosity and thermal conductivity of 
the air caused by the corona discharge should be small. There are 
about 1010 neutrals per ion in the electric wind near the plate. The 
influence of these energetic particles on the net transport properties, 
fi (viscosity) and K (thermal conductivity) is small. If we look at n = 
anmu X and K = bnmu\Cv then if a change in ii or K were to occur 
with nion/«neutrai = 10""10, then the product (u\) would have to be of 
the order of 1010. This is just not possible since u, the velocity of the 
particle, is of the order 104 to 106 cm/s between collisions and the mean 
free path, X, is of the order of 10 - 6 cm. 

The electrical properties that could be affected by temperature 
variations include the dielectric constant and the conductivity. If one 
uses a typical expression for the variation of dielectric constant 
[18], 

(e - 1)T/U ~ D20 = (1 + 0.003411 (T - 20))"1 

for an average mean temperature increase of 17 °C (30° F) found in 
the tests, the dielectric constant would decrease by about 10 per­
cent. 

The influence of temperature on the electrical conductivity of 
ionized air arises through the change in density. The product pk is 
constant where p is density and k is ion mobility [19, 20]. Thus ft°°\ 
for constant pressure and it can be seen that the mobility is directly 
proportional to temperature. Electrical conductivity can be written 
as 

a = pck 

where pc is charge density. It can be shown that for the parallel wire 
geometry that pc <* (£/k)1/2 and hence that a °= {tk)1/2. For a change 
in temperature of 17°C (30°F) the change in conductivity would be 
less than 1 percent. 

The impact of changes in dielectric constant on the electric wind 
process and hence on heat transfer should be small. Though electro­
static pressure rise can be written as V2 «-E2, it is more relevent to 
consider the pressure rise due to electric wind in the form 

Ap = l/kA 

where A in the area of the plate under the wires. A temperature in­
crease of 17°C (30°F) would result in a reduction in pressure rise of 
about 6 percent due to the increase in mobility. 

From these considerations it can be expected that the temperature 
effects of the electric wind processes will be small, and hence should 
not affect the results and conclusions of the body of the paper. 
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Potential Weather Modification 
Caused by Waste Heat Release 
from Large Dry Cooling Towers 
A numerical model of a cooling tower plume is employed to study the possible atmospheric 
effects of thermal plumes from natural draft dry cooling towers. Calculations are per­
formed for both single and multiple towers, each of which can dissipate the waste heat 
from a nominal 1000 MWe power generating unit, and the results are compared with those 
for wet cooling towers associated with plants of the same generating capacity. Dry cooling 
tower plumes are found to have a higher potential for inducing convective clouds than wet 
cooling tower plumes, under most summertime meteorological conditions. This is due to 
the fact that both the sensible heat and momentum fluxes from a dry tower in summer are 
approximately one order of magnitude larger than those from a wet cooling tower. 

Introduction 

The availability of water supplies for cooling towers in much of the 
Southwestern and Western United States may be uncertain in the 
coming decades, according to a study by Peterson and Sonnichsen [1]. 
Consequently, large dry cooling towers may become viable cooling 
alternatives for power plants in these areas. The rising cost of cooling 
water coupled with increasing plant capabilities may make dry cooling 
towers attractive economic alternatives elsewhere as well. 

In the many theoretical and observational studies that have been 
published about the atmospheric impacts of cooling tower operations 
[2,3,4,5], it is frequently stated that dry cooling towers will have little 
environmental impact. Some authors even believe that the airborne 
heat release may have the beneficial effect of increased ventilation 
in inversion-prone areas [6]. However, under certain atmospheric 
conditions favorable to natural cloud formation, the buoyancy and 
momentum fluxes resulting from the dry cooling tower thermal ef­
fluent could initiate convective clouds or even induce large scale 
convective storms [2, 6, 7]. The water vapor in a dry cooling tower 
plume is convected from the relatively rich moisture content of the 
lower layer air mass surrounding the tower. This vapor condenses to 
form clouds and thus enhances the convective penetration through 
latent heat release. Koenig, et al. [8] found that heat released in sen­
sible form is more likely to induce cloudiness and associated phe­
nomena than heat released in latent form, assuming the same energy 
release spread over the same area. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 6,1978. 

This article examines the potential formation of convective clouds 
by thermal effluent from large natural draft dry cooling towers, based 
on state of the art tower design and performance data. Thus, the form 
and magnitude of the perturbations can be properly specified. A nu­
merical model of a cooling tower plume, previously used to study the 
atmospheric effects of wet cooling tower effluents at power parks [9], 
is employed to simulate the possible induced cloud convection caused 
by the operation of a large dry cooling tower. For purposes of com­
parison, a parallel simulation is also performed for a wet cooling tower 
plume associated with the same plant capacity assumed for the dry 
tower. 

Boyack and Kearney [10] have concluded that plumes from large 
dry cooling towers are not likely to produce large clouds, or clouds that 
cause substantial precipitation. While these statements are qualita­
tively true, one should be cautious in extrapolating them to general 
conclusions, since Boyack and Kearney's results are drawn from only 
12 atmospheric soundings at three stations in the central United 
States. No attempt is made here to assess the general behavior of dry 
cooling tower plumes or to reassess Boyack and Kearney's conclusions, 
since the atmospheric effects of cooling tower plumes are site-specific, 
and require a study based on a considerable amount of climatological 
data. Instead, attention is focused on the points that have not been 
addressed, particularly the differences in induced cloud convections 
between dry and wet cooling tower plumes. 

Model Description 
The dynamics of plume convection are described by the so-called 

"shallow convection" equations for a quasi-incompressible fluid. The 
Boussinesq approximation is used to describe a steady-state buoyant 
plume. The system is set into axisymmetric coordinates natural to 
the bent-over plume with linearized perturbation equations derived 
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from the first law of thermodynamics and the laws governing change 
of momentum and conservation of mass. With the assumption of 
similarity profiles for plume variables, the approximate equations of 
motion are obtained through integration over the radial direction. The 
perturbed pressure field is neglected; instead, a form drag term is 
included in the momentum equation. The change in momentum is 
caused by buoyancy force, entrainment, and form drag. The en-
trainment assumption used in the model is similar to that given by 
Morton, Taylor, and Turner [11] and to that used by Briggs [12]. The 
nonadiabatic energy source or sink in the first law of thermodynamics 
includes heat gained or lost due to phase changes of water and en­
trainment. The microphysical processes are simplified by Kessler's 
parameterization approach [13]. The detailed description and vali­
dation of the model have been reported previously [9]. 

The droplet spectra used in this study are those measured by Auer 
[14] in an induced cumulus cloud observed over a petroleum refinery 
in Wood River, Illinois. As these droplet spectra1 pertain to an ob­
served nonprecipitating cloud, the fallout of rainwater, Qh, is essen­
tially negligible and is not included in these calculations. 

Cooling Tower Description 
Unlike evaporative wet cooling tower systems, dry cooling is ac­

complished through a series of finned-tube heat exchangers. Since 
the air and water are not in direct contact as in wet cooling towers, the 
heat transfer is sensible in nature rather than evaporative. Dry cooling 
system performance is therefore dependent upon the ambient dry 
bulb air temperature, whereas evaporative systems are wet-bulb-
temperature dependent. 

In this study it is assumed that a single, natural-draft dry cooling 
tower is designed to dissipate 2227 MW of waste heat at a 24° C am­
bient temperature from a nominal 1000 MWe generating unit. The 
design conditions and tower dimensions are those used by Kearney 
and Boyack [6]. The tower has an exit diameter of 134 m and a height 
of 217 m. 

The heat rejection rate and MWe output are determined according 
to the off-design performance curves given by Boyack and Kearney 
[10]. At a 32.2°C ambient temperature, the power output is ap­
proximately 940 MWe and the heat rejection rate is approximately 
2300 MW. 

For comparison, a nominal 940 MWe unit equipped with a natural 
draft wet cooling tower based on 32.2 °C design dry bulb and 23.9°C 
wet bulb temperature (a typical design condition in the Eastern U.S.) 
also is evaluated. The tower is 162 m high and has an exit diameter 
of 94 m. The off-design performance of the wet cooling tower is cal­
culated by the method suggested by Winiarski, et al. [15]. 

Numerical Experiments 
The main objective of this article is to compare, through numerical 

simulation, the relative abilities to induce cloud convection of dry and 
wet cooling tower plumes. A meteorological candidate for this simu­
lation is an atmospheric condition with convective instability;2 thus 
an unstable convective cloud can be generated. The sounding for 0000 

1 Using equation (12), [9], we obtain a = 2.769 and y = 1.494. 

2 The term convective instability (or potential instability) refers to the stability 
of a layer or column of air after the layer has been lifted to saturation. Accord­
ingly, regardless of its initial temperature lapse rate, if a layer is unstable after 
lifting to saturation, it is said to be potentially unstable. The criterion for a 
potentially unstable air mass is its wet-bulb potential temperature decreasing 
with elevation. 

Fig. 1 Basic sounding for 0000 GMT August 24, 1960, Shreveport, Louisi­
ana 

Table 1 Average sounding for 0000 GMT July, 
Shreveport, Louisiana 

Pressure 
mb 

Height 
m 

Temp. 
°C 

R.H. 
percent 

Wind 
Speed 
m/s 

Wind 
Dir. 
deg 

1004 
950 
900 
850 
800 
750 
700 
600 
500 

0 
489 
957 
1446 
1959 
2498 
3069 
4319 
5757 

31.8 
26.7 
22.7 
19.0 
15.9 
12.6 
9.2 
2.0 

-6.1 

54.7 
61.1 
67.4 
68.9 
62.0 
56.2 
50.0 
40.8 
32.3 

4.5 
4.3 
4.4 
4.8 
5.2 
5.5 
5.7 
6.2 
6.9 

161 
168 
181 
210 
236 
254 
282 
307 
309 

GMT August 24,1960, taken at the Shreveport, Louisiana, National 
Weather Service station (as shown in Fig. 1) qualifies for use in the 
simulation. The wind was reported from the south-southeast at 5 m/s 
changing to northerly at 2 m/s at the 850 mb pressure level, then 
shifting to westerly at 650 mb with a speed of 6 m/s, and then veering 
back to northerly at the 450 mb level with a speed of 3 m/s. Theoret­
ically, selecting one atmospheric sounding of this type (potentially 
unstable condition) is adequate. However, this might represent one 
extreme that rarely occurs. To obtain a result more typical of a sum­
mertime average, an average atmospheric sounding for the month of 
July, taken at the same station, was used for general comparison 
purposes and is listed in Table 1. The sounding was obtained by av­
eraging soundings at fixed pressure levels taken at 0000 GMT for the 
month of July for a period of five years. 

Cooling tower effluent conditions for both sounding cases are listed 
in Table 2. The exit relative humidities for dry cooling tower plumes 
are calculated by assuming that the exit air has the same moisture 
content as the ambient air, while the wet cooling tower plumes are 
assumed saturated. 

Results of the simulation show that the energy released in the form 
of sensible heat from a single dry cooling tower of the proposed size 
could easily induce convective activity and form cumulus clouds 
reaching 3700 m in height for the case of the August 24,1960 sounding. 
On the other hand, a saturated vapor plume from a single wet cooling 
tower associated with the same plant capacity would become unsat­
urated immediately after leaving the tower and decay rapidly, 

-Nomenclature 

T0 = ambient temperature 
w = vertical velocity 
p = density of the plume 

g = gravitational acceleration 
q' = specific humidity perturbation 
Qh = rainwater 
T" = temperature excess 

b = cloud radius 
Ft = buoyancy flux 
Fm = momentum flux 
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Table 2 Cooling tower effluent conditions 

1) 0000 GMT August 24,1960 Sounding 

Exit Temperature, °C 
Exit Velocity, m/s 
Exit Relative Humidity, percent 

2) Average July Sounding 

Exit Temperature, °C 
Exit Velocity, m/s 
Exit Relative Humidity, percent 

Dry 
Tower 
46.2 

5.2 
30 

Dry 
Tower 
46.6 

5.2 
27 

Wet 
Tower 

38.6 
3.2 

100 

Wet 
Tower 

38.2 
3.1 

100 

2J300 

I 

DRY TOWER PLUME 

WET TOWER PLUME 

CONDENSATION LEVEL 

J L 

i m - s - ' J 
VERTICAL VELOCITY 

Fig. 2 Variat ion of vert ical velocity wi th height, August 24 , 1 9 6 0 sounding 

reaching a height of only 1200 m for the same sounding condition. The 
behavior of this thermal plume from a dry tower is discussed in detail 
below. Values of all plume parameters calculated by the model rep­
resent the mean at a given height. 

The rate of sensible heat release from the dry tower in this case is 
approximately 2290 MW. At the top of the tower, this buoyant plume 
has already gained a significant momentum (an exit velocity of 5.2 
m/s with a temperature excess of 14.7°C above the ambient temper­
ature). As the plume leaves the top of the tower, it continues to gain 
momentum through the acceleration caused by the buoyancy force 
in the unstable atmospheric layer and reaches a maximum vertical 
velocity of 9.1 m/s at about 400 m (957 mb). Thereafter, the plume 
enters a slightly stable layer and the vertical velocity decreases. As 
the plume continues to rise, it cools rapidly through entrainment and 
adiabatic expansion. Finally, it reaches a temperature slightly below 
that of the ambient air (approximately 0.37°C below), and saturates 
at 1567 m in height; condensation begins, and the cloud forms. 

The warming of the cloud resulting from the latent heat of con­
densation reactivates the ability of cloud penetration. Vertical velocity 
reaches a second peak of 5.4 m/s at a height of about 3040 m. Finally, 
the cloud enters a dry and stable layer, and stops at a height of 3700 
m: The cloud is about 950 m in radius near the top. Fig. 2 shows the 
variations of vertical velocity with height of this convective plume 

from the dry cooling tower; for comparison, predictions for the wet 
cooling tower plume also are shown. Fig. 3 shows the predicted tem­
perature excesses as functions of height for both dry and wet cooling 
tower plumes. The maximum total liquid water content is about 2.08 
g/kg. This value would usually be associated with moderate cumulus 
clouds observed in nature. 

Using the cooling tower performance data, the different behaviors 
of both cooling tower plumes, under the condition used in this study, 
will be compared. At an ambient temperature of 31.7°C, a dry cooling 
tower will dissipate 2290 MW of waste heat at only 940 MWe gener­
ating capacity, while a wet cooling tower operating at the same rate 
capacity rejects only 1760 MW of waste heat, 23 percent less than the 
dry tower does. Only 10.6 percent (187 MW) of the reject heat from 
a wet cooling tower is in sensible form. From the effluent condition 
listed in Table 2, it can be seen that the initial sensible heat flux of 
a dry tower plume is approximately 11 times larger than that of a wet 
tower plume, and the initial momentum flux of the dry tower plume 
(6.79 X 106 kg-m/s2) is more than eight times greater than that of a 
wet tower plume (8.23 X 104 kg-m/s2). Figs. 4 and 5 show the variation 
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Fig. 5 Compar ison of the buoyancy f luxes b e t w e e n the dry and the w e t 
cooling tower p lumes, August 24 , 1 9 6 0 sounding 

of vertical momentum flux, Fm, and buoyancy flux, Fb, with height 
for both the dry and the wet cooling tower plumes. These fluxes are 
defined as: 

and 

irpw2b2 

V 
Fb = ivpgb2 w — (1 + 0.61q') 

(1) 

(2) 

where p is the density of the plume, w the vertical velocity, b the cloud 
radius, g the gravitational acceleration, T" and T0 the temperature 
excess and ambient temperature, respectively, and q' the specific 
humidity perturbation. The buoyancy flux defined above is actually 
an energy transformation rate, i.e., the rate of transformation from 
available potential energy to kinetic energy, or vice versa, per unit 
height of a slice of buoyant plume. In Fig. 5, the negative buoyancy 
fluxes near the top of the dry and wet plumes are plotted in absolute 
magnitude (shown as dashed lines). These large differences in vertical 
momentum and buoyancy fluxes are due to the combination of higher 
vertical velocity and temperature excess, and larger plume size, for 
the dry tower plume. 

The height of the plume rise is an important factor that determines 
whether the plume will reach the condensation level and form clouds, 
and lead to further enhanced convective activity. It is generally true 
that the larger the magnitude of the perturbation (such as vertical 
velocity, temperature excess, etc.), the higher the plume rises. How­
ever, the difference in behavior between the dry and the wet cooling 
tower plumes is not a simple function of the type, intensity, and scale 
of perturbation, and the type of atmospheric structure. Table 3 lists 
the predicted plume heights and cloud water at various initial radii 
for both modes of cooling using the same heat rejection rate and, for 
a given mode of cooling, a fixed initial sensible heat flux and initial 
volume flow rate at various initial plume sizes. It can be seen that 
within the scale of the possible design cooling tower sizes, the height 
of plume rise and the intensity of convection depend on the initial 
specific buoyancy and momentum, and are not sensitive to the size 
of the initial impulse in the atmospheric condition used in this work. 
It should be noted that the insensitivity of the results to the initial 
radius is true only under the constraints imposed in Table 3. No 
convective cloud is generated by a wet cooling tower plume if the 
initial radius is 100 m or less. If the initial radius of perturbation is 
greater than 100 m, the decrease in the moisture dissipation rate 
causes the ascending plume to reach saturation before the momentum 
is completely consumed. Once the condensation takes place, the 
convection is enhanced through the conversion of latent heat back 
to sensible heat. The cloud finally grows to a size comparable to that 
of a cloud generated by the same heat rejection rate in a purely sen­
sible form. This result substantiates those stated by Koenig, et al. 
[8]. 

A more general comparison of the relative possibility of generating 
convective clouds via heat rejection for both modes of cooling tower 
can be obtained by simulating atmospheric convection from multiple 
towers clustered in a small area (a possible arrangement in future 
power parks). The criteria and assumptions for the merger of multiple 
plumes are given in [9]. A similar approach has been used by Hanna 
[16]. To see the effect more typical of an average for a given location, 
an average sounding for the month of July taken at Shreveport, 
Louisiana, was used as the ambient condition. The sounding and the 
associated cooling tower effluent conditions are listed in Tables 1 and 
2, respectively. 

Fig. 6 shows the predicted plume heights as functions of the number 
of towers in a group, for both dry and wet cooling towers, at three 
different tower spacings. Again, dry cooling tower plumes are found 
to be more likely to form cumulus clouds than wet cooling tower 
plumes, for similar plant capacities. In addition, the larger the tower 
spacings, the less likely the plumes are to induce convective clouds. 
However, once the clouds can be generated, the larger the tower 
spacing, the more intense the resulting convective activity. 

Conc lus ions 
It is frequently stated and generally true that dry cooling towers 

Table 3 Comparison of plume behavior for two 
different cooling modes based on same amount of 

reject heat 

Initial 
Radius 

m 

47 
83 

100 
150 
200 
250 

Dry Cooling Mode 
Plume Cloud 
Height 

m 

3,706 
3,660 
3,653 
3,664 
3,694 
3,737 

Water 
g k g - 1 

1.75 
1.89 
1.93 
2.01 
2.01 
2.01 

Wet Cooling Mode 
Plume 
Height 

m 

1,262 
1,262 
1,262 
3,509 
3,515 
3,643 

Cloud 
Water 
g k g - 1 

No Cloud 
No Cloud 
No Cloud 

1.75 
1.90 
1.94 

Note: 1 Heat rejection rate = 1758 MW 
2 For dry cooling, exit temp. = 44.3°C 

exit volume flow = 1.06 X 105 m3/s, 
exit relative humidity = 31.4 percent. 
For wet cooling, exit temp. = 38.5°C 
exit volume flow = 2.34 X 104 m3/s, 
exit relative humidity = 100 percent. 

3 Exit volume flow rate is kept constant for a given mode. 

12 16 20 
NUMBER OF TOWERS IN A GROUP 

Fig. 6 Comparison of predicted plume heights as functions of tower number 
in a group b e t w e e n the dry and the wet tower plumes at various tower spac­
ings, average July sounding 
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will not cause environmental problems such as the fogging, icing, drift 
deposition, blowdown, long visible plume, or snow augmentation 
frequently experienced with wet cooling towers. However, under 
potentially unstable atmospheric conditions and other conditions 
favorable to natural formation of cumulus convection, a large dry 
cooling tower has a higher potential for inducing convective clouds 
than does a wet cooling tower associated with the same generating 
capacity. 

Dry cooling operation with conventional turbines is less efficient 
than evaporative cooling. Therefore, for a given plant capacity, a dry 
cooling tower rejects more waste heat than does a wet cooling tower. 
Furthermore, only about 10 percent of the reject heat from a wet 
cooling tower is in the sensible heat form on hot summer days. The 
sensible heat flux from a dry tower is approximately one order of 
magnitude larger than that of an evaporative wet cooling tower. 
Consequently, a dry cooling tower plume (also having a larger specific 
momentum and buoyancy force) has a higher lifting potential, and 
is more likely to create cumulus clouds or convective storms, given 
an existing atmospheric convective instability. For present cooling 
tower sizes, the moisture released from the wet cooling tower in the 
form of latent heat will usually disperse downwind without causing 
any atmospheric effects during warm seasons. The latent heat can, 
in some situations, convert into sensible heat if the wet tower plume 
condenses; then, the atmospheric effects of the latent heat plume are 
similar to those of the sensible heat plume in a potentially unstable 
atmosphere. 
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A Note on Thermal Convection 
in a Saturated, Heat-Generating 
Porous Layer 

F. A. Kulacki1 and R. G. Freeman2 

I n t r o d u c t i o n 
Thermal convection in liquid-saturated porous layers with uniform 

internal energy generation has recently received attention in con­
nection with certain geophysical and engineering heat transfer 
problems. Some specific problems in these areas include the deter­
mination of the post-accident heat removal rates in a heat generating 
particulate bed saturated with liquid sodium, heat transfer associated 
with deep storage of radioactive wastes, and heat recovery and loss 
in geothermal systems. 

When viewing the horizontal layer as a model for more complicated 
heat transfer problems, one is concerned with the conditions required 
for the onset of convection, the relation between the Nusselt number 
and the Rayleigh number at the layer boundary, and the details of the 
convective flow within the layer. In this note, measurements of 
steady-state heat transfer coefficients are presented for a porous layer 
with a rigid, insulated lower boundary and a rigid, isothermal upper 
boundary. From these measurements, the critical Rayleigh number 
for the onset of convection is determined. We also compare our results 
for heat transfer to those of Buretta and Berman [1], Sun [2], Hardee 
and Nilson [3], and Rhee, Dhir and Catton [4], whose papers appear 
to be the only relevant literature at the present. The interesting fea­
ture of our results is that, while our range of Rayleigh numbers is es­
sentially the same as that in [1-4], the Nusselt number versus Rayleigh 
number relation does not exhibit the discontinuity observed by 
Buretta and Berman and, in addition, lies close to the lower branch 
of their correlation over the entire range of Rayleigh number. 

Experimental Apparatus 
The convection chamber is that used by Kulacki and Emara [5] in 

a recent study of thermal convection in internally heated liquid layers. 
This chamber is 25.4 cm X 25.4 cm, and the depth of the porous layer 
is varied by changing spacers which support the upper surface. Ran­
domly packed glass spheres of either 3 mm or 6 mm dia are used to 
form the porous layers treated in this study. A dilute solution of 
aqueous copper sulfate is used as the test fluid, and volumetric energy 
sources within the fluid are provided by passing 60 Hz alternating 
current between two copper electrodes in opposing side walls. The 

1 Department of Mechanical Engineering, The Ohio State University, Co­
lumbus, OH 43210, Mem. ASME. 

2 Department of Mechanical Engineering, The Ohio State University, Co­
lumbus, OH. Present address: Battelle Memorial Institute, Colombus, OH 
43201. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 
21, 1978. 

upper and lower surfaces of the layer contain thermocouples for the 
measurement of the overall temperature difference across the layer. 
A small resistance heater heater is embedded in the lower surface to 
maintain a zero heat-flux boundary condition. The upper surface 
comprises a channeled aluminum plate and is covered by a thin layer 
of Mylar to electrically insulate it from the test fluid. The aluminum 
plate is maintained at a constant temperature to within ±0.05°C by 
circulating water from a constant temperature bath. A 5.08 cm thick 
layer of Styrofoam insulation is provided on all exterior surfaces of 
the chamber to minimize heat losses. Additional details of the design 
and construction of the chamber are given by Kulacki and Emara and 
Freeman [6]. A simplified cross-sectional view of the chamber is 
presented in Fig. 1. 

Steady-state heat transfer measurements have been made by 
starting each run with an isothermal layer. When the temperature of 
the lower surface reaches a steady-state value, several measurements 
of the lower and upper surface temperatures and the power input to 
the layer are recorded over a 30 min period. Prior to the recording of 
data in all runs, the resistance heater in the lower surface is adjusted 
to maintain the desired zero heat-flux boundary condition. 

Results and Discussion 
The Nusselt Number at the upper surface of the layer is defined 

in terms of layer depth, L, the area of the upper surface, A, and the 
overall temperature difference between the upper and lower surfaces, 
AT. Thus 

Nu = -
QeL 

(1) 
kmAAT 

where the mean thermal conductivity of the layer, km, is defined in 
terms of the porosity, t, the thermal conductivity of the fluid, kf, and 
the thermal conductivity of the glass matrix, kg, by 

ekf + (1 - i)ks (2) 

The power input to the fluid, Qe, is corrected for heat losses through 
the walls of the chamber. These heat losses are generally small, with 

l.liCl'M) 

A Aluminum 

C'\~ Coo 1 inj) l l ' a t e r 

f: llievt r o d e s 

V. I ' Jex iy l a s 

11 

I 

l> 

re 

Res i s t a n c e 

I n s u 1 a t i on 

P?\MVOO(t 

Thcrmocoitp] 

Fig. 1 Detail view of the convection chamber 
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maximum values at the largest Rayleigh numbers on the order of 3 
percent of the power input. 

The Rayleigh number is defined in terms of the layer depth and the 
temperature difference, HL 2/2km, that would exist in the layer under 
conduction heat transfer. Thus 

Ra 
glSLxHL2 

(3) 
amuf 2k m 

where the thermal diffusivity, am, is defined in terms of km and (pep)/ 
following Katto and Masuoka [7], and the permeability, K, is estimated 
[1, 4] from 

•• 0 . 0 1 3 Dh
 2, (4) 

where Dh is the hydraulic void diameter. It should be noted that H 
is the energy generation rate averaged over the layer volume. 

Measured maximum temperature differences across the layer as 
a function of Ra are presented in Pig. 2, the Nusselt numbers com­
puted from these data are presented in Fig. 3. 

The Nusselt number has been correlated with the Rayleigh number 
assuming a relation of the form 

Nu = Constant Ram . (5) 

A linear regression of ln(Nu) on ln(Ra) gives: 

Nu = 0.57 Ra°-35±o-°3, 
where 

4 0 < R a < 1 4 0 0 , 0.175 < L/X « 0.200, 4.74 < Pr/-< 6.17, (6) 

and the coefficient of correlation is 0.93 for the fourteen observations. 
The thermophysical properties of the fluid are evaluated at the in­
tegrated mean temperature of the layer assuming a conduction tem­
perature profile for a given energy source strength. The Prandtl 
number is not included in the correlation because it could not be 
controlled systematically. Layer depths of 4.45 cm and 5.08 cm have 
been used in developing equation (6). 

If one assumes that the Nu-Ra relation is well established at 
moderately large values of Ra, then equation (6) can be used to predict 
the Rayleigh number at the onset of convection, Rac, by extrapolation 
to the conduction limit, Nu = 2. By this method, Rac = 36.1, and this 
value is listed with those obtained by other investigators in Table 1. 
It may be noted that the several measured values of Rac lie within +39 
percent of the theoretical estimate based on variational principles 
given by Buretta and Berman [1]. This kind of agreement is, perhaps, 
to be expected owing to the difficulties inherent in the determination 
of the mean thermophysical properties of the saturated layer and the 
generally sparse data in the vicinity of Rac from which extrapolation 
to the conduction limit is obtained. For these reasons, also, the rather 
good agreement between the experimental values of Rac should be 
considered fortuitous. Rhee, et al. [4] present a graphical summary 
of the heat transfer data in the vicinity of the critical Rayleigh num­
ber. 

Another possible factor that enters into the prediction of Rac from 
extrapolated convection data is the ratio of the conductivities of the 
fluid and the porous matrix. In all of the studies referenced in Table 
1, except that of Rhee, et al. [4], the fluid and the matrix thermal 
conductivities are on the same order of magnitude. Rhee, et al. argue 
that for their experiments in which the matrix is inductively heated 
steel particles and the test fluid is water, the difference in the thermal 
conductivities of the matrix and the fluid could account for the vari­
ation of the measured values of Rac. However, no verification of this 
hypothesis is made by Rhee, et al., nor has any additional information 
appeared in the literature on this point. 

The heat transfer correlation of the present study is compared to 
those of Buretta and Berman [1], Sun [2], Hardee and Nilson [3], and 
Rhee, et al. [4] in Fig. 4. Whereas Buretta and Berman have observed 
a branch in the Nusselt number versus Rayleigh number relation, no 
such branch is observed in the present study. Instead, our results tend 
to follow the lower branch of their correlation over the entire range 
of Ra. The results of the other investigators, however follow the upper 
branch of Buretta and Berman's correlation. 
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Rac 

32.4 Buretta and Berman [1], Experimental. Lower branch 
of correlation. 

34.9 Buretta and Berman [1], Experimental. Upper branch 
of correlation. 

32.8 Buretta and Berman [1], Variational estimate. 
43 Sun [2]. Experimental.* 
32 Hardee and Nilson [3]. Experimental. 
46 Rhee, et al. [4]. Experimental. 
36.1 This study. 

* This value was obtained by extrapolation of an approximate correlation of Sun's 
data [4] to the conduction limit. Sun, however, reported that convection was observed 
to begin at Rac «= 33. 
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An explanation for this apparent bifurcated behavior of the Nusselt 
number versus the Rayieigh number relation is difficult to offer at 
this time for several reasons. Each of the studies, with the exception 
of Buretta and Berman's study, does not contain a sufficiently large 
enough data base to permit a thorough comparison of the results. 
Ideally such a comparison should be made with full knowledge of the 
thermophysical properties of the porous matrix in each study, a 
complete description of the thermal boundary conditions and initial 
conditions of each study, and a detailed disclosure of the experimental 
procedures. In addition, it would be desirable to have heat transfer 
data made available for a wide range of permeabilities and porosities 
than at present. Such data could be used to statistically determine 
the effects of these parameters on the correlations. Finally, it would 
be helpful if data were available over a larger range of Rayieigh 
numbers. Hopefully such data could verify the lower branch of Bur­
etta and Berman's and our results as being a real global feature of the 
energy transport process in the layer. 

Error Estimates 
The uncertainties in the Nusselt number and Rayieigh number are 

on the order of 7 percent and 9 percent, respectively. The largest 
portion of these uncertainties is attributed to the uncertainty in the 
average thermal conductivity of the porous layer (5 percent to 6 per­
cent). This quantity is computed from measured values of the po­
rosity, published values of the thermal conductivity of borosilicate 
glass [8, 9], and published values of thermal conductivity of water. 

Direct measurements of the mean thermal conductivity of the layer 
were not possible with the present apparatus. 
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Numerical Solution of a Flow 
due to Natura l Convection in 
Horizontal Cylindrical Annulus 

M. C. Charrier-Mojtabi1, A. Mojtabi1 and J. P. 
Caltagirone1 

Nomenclature 
r,-, r„ = inner and outer cylinders' radii 
R = r„/r; = outer to inner cylinders' radius ratio 
Ra = Rayieigh number, Ra = p„g/i(T; — T„)r;3/ixa, Ra/, = (R — 

l)3Ra 
T = temperature, T = (T - T„)I(T, - T„) 
T(, T„ = inner and outer cylinders' temperatures 
u = radial velocity component, u = u'rja 
v = tangential velocity component, u = u'r-Ja 
Po = reference fluid density 
4> = stream function 
w = vorticity 
subscript ' denotes real variables 

Introduction 
Flows due to natural convection between two horizontal coaxial 

cylinders with constant surface temperatures have been widely 
studied. Crawford and Lemlich [1] examine the steady two-dimen­
sional flow for a Prandtl number of 0.74 and for radius ratios of 2, 8 
and 57. Abbott [2] considers radius ratios close to unity. The numerical 
model of Powe, Carley and Carruth [3] shows, for Ra/V = 6000, R = 
1.2 and Pr = 0.7, the existence of secondary phenomena in the form 
of small rolls turning in the opposite direction of the main cells. Kuehn 
and Goldstein [4] consider Rayieigh numbers between 100 and 50,000 
and several radius ratios and confirm the secondary effects mentioned 
above. Most authors use an iterative scheme (Gauss Seidel). Recently, 
Custer and Shaughnessy [5] considered small Prandtl numbers by 
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using a double perturbation expansion in powers of the Grashof and 
Prandtl numbers. 

Numerous experimental data have also been obtained. Lui, et al. 
[6] show the existence of an oscillatory regime. Bishop, et al. [7] give 
some additional details on this. For high Rayieigh numbers, Powe, 
et al. [8] demonstrate the apparition of secondary phenomena, im­
posed on the stationary two-dimensional flow. 

We solved the problem using the implicit alterning direction scheme 
[9] and the vorticity and stream function formulation, for Rayieigh 
numbers varying between 100 and 50,000, radius ratios between 1.2 
and 5 and Prandtl numbers of either 0.7 and 0.02. In particular, the 
cases RaL = 6000, R = 1.2 with Pr = 0.7 and Pr = 0.02 are studied. 
(For Pr = 0.02, only a perturbation method solution is given in the 
literature [5, 10].) 

Problem Formulation 
The governing equations, in dimensionless form, are 

dt 
Pr V2w + Ra Pr 

dT 

dt 

dT cos <l> dT 
sin <f> 1 

dr r dq) 

dw . v dco 
u — + 

dr r d</j. 

V 2 T - -
d ^ d T _ d ^ d T 

d(f> dr dr d<l> 

"1d\/'/d(/> and v = -di/-/dT 

(1) 

(2) 

(3) 

</) is referenced against the descending vertical. The boundary con­
ditions are: 

r = 1 i = di^/dr = 0, T = 1 

r = R \p = di/7cV = 0, '0 

The complete annular cylindrical space is considered, i.e., </>e (0.2ir) 
and, for <j> = 0, 

i = 0, dT/d</> = 0 

There are no boundary conditions for the vorticity but, indirectly 

r = 1" 

r = R 
- d ^ / d r 2 (4) 

0 = 0 w=0 

The local heat transfer is determined by the local Nusselt number Nu 
= (uT - oT/dr ) rLogf l . 
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An explanation for this apparent bifurcated behavior of the Nusselt 
number versus the Rayieigh number relation is difficult to offer at 
this time for several reasons. Each of the studies, with the exception 
of Buretta and Berman's study, does not contain a sufficiently large 
enough data base to permit a thorough comparison of the results. 
Ideally such a comparison should be made with full knowledge of the 
thermophysical properties of the porous matrix in each study, a 
complete description of the thermal boundary conditions and initial 
conditions of each study, and a detailed disclosure of the experimental 
procedures. In addition, it would be desirable to have heat transfer 
data made available for a wide range of permeabilities and porosities 
than at present. Such data could be used to statistically determine 
the effects of these parameters on the correlations. Finally, it would 
be helpful if data were available over a larger range of Rayieigh 
numbers. Hopefully such data could verify the lower branch of Bur­
etta and Berman's and our results as being a real global feature of the 
energy transport process in the layer. 

Error Estimates 
The uncertainties in the Nusselt number and Rayieigh number are 

on the order of 7 percent and 9 percent, respectively. The largest 
portion of these uncertainties is attributed to the uncertainty in the 
average thermal conductivity of the porous layer (5 percent to 6 per­
cent). This quantity is computed from measured values of the po­
rosity, published values of the thermal conductivity of borosilicate 
glass [8, 9], and published values of thermal conductivity of water. 

Direct measurements of the mean thermal conductivity of the layer 
were not possible with the present apparatus. 
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Numerical Solution of a Flow 
due to Natura l Convection in 
Horizontal Cylindrical Annulus 

M. C. Charrier-Mojtabi1, A. Mojtabi1 and J. P. 
Caltagirone1 

Nomenclature 
r,-, r„ = inner and outer cylinders' radii 
R = r„/r; = outer to inner cylinders' radius ratio 
Ra = Rayieigh number, Ra = p„g/i(T; — T„)r;3/ixa, Ra/, = (R — 

l)3Ra 
T = temperature, T = (T - T„)I(T, - T„) 
T(, T„ = inner and outer cylinders' temperatures 
u = radial velocity component, u = u'rja 
v = tangential velocity component, u = u'r-Ja 
Po = reference fluid density 
4> = stream function 
w = vorticity 
subscript ' denotes real variables 

Introduction 
Flows due to natural convection between two horizontal coaxial 

cylinders with constant surface temperatures have been widely 
studied. Crawford and Lemlich [1] examine the steady two-dimen­
sional flow for a Prandtl number of 0.74 and for radius ratios of 2, 8 
and 57. Abbott [2] considers radius ratios close to unity. The numerical 
model of Powe, Carley and Carruth [3] shows, for Ra/V = 6000, R = 
1.2 and Pr = 0.7, the existence of secondary phenomena in the form 
of small rolls turning in the opposite direction of the main cells. Kuehn 
and Goldstein [4] consider Rayieigh numbers between 100 and 50,000 
and several radius ratios and confirm the secondary effects mentioned 
above. Most authors use an iterative scheme (Gauss Seidel). Recently, 
Custer and Shaughnessy [5] considered small Prandtl numbers by 
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using a double perturbation expansion in powers of the Grashof and 
Prandtl numbers. 

Numerous experimental data have also been obtained. Lui, et al. 
[6] show the existence of an oscillatory regime. Bishop, et al. [7] give 
some additional details on this. For high Rayieigh numbers, Powe, 
et al. [8] demonstrate the apparition of secondary phenomena, im­
posed on the stationary two-dimensional flow. 

We solved the problem using the implicit alterning direction scheme 
[9] and the vorticity and stream function formulation, for Rayieigh 
numbers varying between 100 and 50,000, radius ratios between 1.2 
and 5 and Prandtl numbers of either 0.7 and 0.02. In particular, the 
cases RaL = 6000, R = 1.2 with Pr = 0.7 and Pr = 0.02 are studied. 
(For Pr = 0.02, only a perturbation method solution is given in the 
literature [5, 10].) 

Problem Formulation 
The governing equations, in dimensionless form, are 

dt 
Pr V2w + Ra Pr 

dT 

dt 

dT cos <l> dT 
sin <f> 1 

dr r dq) 

dw . v dco 
u — + 

dr r d</j. 

V 2 T - -
d ^ d T _ d ^ d T 

d(f> dr dr d<l> 

"1d\/'/d(/> and v = -di/-/dT 

(1) 

(2) 

(3) 

</) is referenced against the descending vertical. The boundary con­
ditions are: 

r = 1 i = di^/dr = 0, T = 1 

r = R \p = di/7cV = 0, '0 

The complete annular cylindrical space is considered, i.e., </>e (0.2ir) 
and, for <j> = 0, 

i = 0, dT/d</> = 0 

There are no boundary conditions for the vorticity but, indirectly 

r = 1" 

r = R 
- d ^ / d r 2 (4) 

0 = 0 w=0 

The local heat transfer is determined by the local Nusselt number Nu 
= (uT - oT/dr ) rLogf l . 
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Method of Solution 
Equation (1) is modified in order to introduce a fictitious time, 

P, 

ty/dp = V2^ + a> (la) 

Keeping the time dependent terms allows the introduction of the 
initial conditions naturally and the aquisition of a steady solution 
without necessarily being concerned with non-stationary behavior. 

The finite difference formulation of equations ( la) , (2) and (3) is 
solved using the A.D.I, method. For a given Ra;„ Pr and R, the com­
putation within a time step is as follows: initial temperature and 
stream function fields are introduced, the vorticity boundary condi­
tions at r = 1 and r = R are calculated using the unsteady form of 
equation (4); equation (2) obtains the vorticity field and equation (la) 
does the same for the stream function; then equation (3) is solved to 
obtain the temperature profile and, finally, the total Nusselt number 
is calculated. The nonlinear coupled equations (la), (2), (3) are solved 
iteratively within the same time step. 

On the convergence test we distinguish two different cases: 
1) For Pr = 0.7, a convergence test based on the global Nusselt 

number stops all computations. However, we also calculate 

; Max y ^ - i y " 

and it remains close to 10 - 6 . 
2) For Pr = 0.02 and high Rayleigh numbers, the convergence test 

based on the global Nusselt number is no longer used. We fix the time 
step at a size equal or higher than 120 in order to examine the un­
steady or oscillatory character of the solution. 

The network used is 49 X 49. For low Prandtl numbers (Pr = 0.02), 
and when we are sure of the flow's symmetry, we used a grid of 49 X 
49 for half the annular area for each value of Ra. 

Special care is taken to determine the vorticity boundary condi­
tions. Equation (4) is solved using two different schemes. A first order 
discretization: 

o,(0) =:^-m) +"(h) 
« ; 

and a second order discretization: 

8<P(h) - t(2h) 
co(0): 

2/t2 + «m 

R=2 Pr=0.7 Ra=3.1§ 

Fig. 1 Streamlines and isotherms for R = 2, Pr = 0.7, Ra = 3.104 

<P T 

R=1.2 Pr=0.7 Ra^S.lfi1 

Fig. 2 Streamlines and isotherms for R = 1.2, Pr = 0.7, RaL = 6000 

f T 

R=2 Prr0.02 Rar3 . f i 2 

Fig. 3 Streamlines and isotherms for R = 2, Pr = 0.02, Ra = 300 

R=2 Pr = 0.02 Ra=10° 

Fig. 4 Streamlines and isotherms for R = 2, Pr = 0.02, Ra = 1000 
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with tangential velocity subject to the condition: 

1//M 4 W - 5 W 0 ) + +M) , 
V(/l) = 1- a(hA) 

Ah 
in these expressions, 0 designates the boundaries and h is the step size 
in the radial direction h = (R - l)/48. Actually, it can be shown that 
the two schemes are pratically equivalent. 

To determine the vorticity boundary conditions, equation (4) is 
transformed into: 

where t is analogous to a relaxation parameter. 
The linear systems, obtained by using the A.D.I, method, each of 

them with a tridiagonal matrix whose diagonal elements dominate, 
are solved explicitly by Gauss' method. 

R e s u l t s and D i s c u s s i o n 

The following cases are considered: 

1) A large annular space for Pr = 0.7: 

R = 2 Pr = 0.7 and Ra = 100, 1000, 1700, 2500, 104, 3.104 

R = 2.6 Pr = 0.7 and Ra/. = 104, 5.104 

For these cases our method gives identical results to those found 
by [1~4]. For small Rayleigh numbers, a pseudo-conduction regime 
with concentric isotherms predominates. As Ra increases, the con-
vective phenomena become more important and the isotherms de­
form, especially in the upper region (<j> = 180 deg). The stream lines 
are always in the form of two thermoconvective cells, symmetrical with 
respect to the vertical axis (Fig. 1). 

2) A small radius ratio for Pr = 0.7: 

R = 1.2 Pr = 0.7 RaL = 6000, 7000 

Here several initial conditions are considered. One of them is: 

Log r . j Log r \ 
' «('', < / ' )=! r- <v sin \TT cos (yd>) 

Logfi \ Logffj 

a is an amplitude coefficient and 7 is a wave number which permits 
to introduce either a symmetrical or non-symmetrical field with re­
spect to the vertical axis. 

The results obtained for these cases are in disagreement with the 
numerical results of [3] and [4] and with the experimental results of 
Powe, et al. [8], For all initial conditions used, the same stationary 
two-dimensional solution is obtained. The phenomena is bicellular 
(Fig. 2). Experimentally, Powe, et al. [9] show the existence of a 
multicellular regime. This difference is most certainly due to the fact 
that our model is only two-dimensional. The cell length has a domi­
nant influence on the flow's stability as shown in [11]. 

3) We also consider small Prandtl numbers: 

R = 2 Pr = 0.02 RaL = 300, 1000 

R = 5 Pr = 0.02 RaL = 150, 1230 

For RaL = 300, R = 2, Pr = 0.02 we find two cells turning in the 
same direction (Fig. 3) while the perturbation method used by [10] 
predicts three counter rotating cells. Simultaneously, the regime 
begins to oscillate very slightly. As Ra increases, the stream function 
field changes,- the cells turn counter rotatively, the oscillations amplify 
and the regime becomes unsteady. Fig. 4, (Ra/, = 1000, Pr = 0.02, R 
= 2). 

For bigger radius ratio (R = 5) and small Rayleigh numbers (RaL 
= 150) a bicellular regime, similar to the one found in [5] is obtained. 

f T 

R=5 Pr=0.02 RaL=1230 

Fig. 5 Streamlines and isotherms for R = 5, Pr = 0.02, RaL = 1230 

As the Rayleigh number increases, our results differ from [5]. The 
regime becomes multicellular and begins to oscillate (Ra/. = 1230, R 
= 5, Pr = 0.02). See Fig. 5. 

To conclude, isotherms and streamlines as a function of the Ray­
leigh number are calculated. For Pr = 0.7, the results agree with the 
previous literature exept for a radius ratio close to unity where a 
multicellular regime is infirmed. The case Pr = 0.02 is studied; the 
perturbation method used in [5, 10] is only valid for small Ra. The 
present method permits a solution to be obtained for larger Ra val­
ues. 
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Over-All Heat Transfer from 
Vertical Cones in Laminar Free 
Convection: an Approximate 
Method 

Md. Alamgir1 

N o m e n c l a t u r e 
a0, Oj = constants given in equations (16) and (23) 
Gr/, = Grashof number based on L,gli(TWTet - T„)L3 cos ylv2 

h(rj) = velocity profile, equation (9) 
L = slant height of the cone 
n = temperature variation index, equation (13) 
Pr = Prandtl number 
r = radial distance from cone axis, R = r/L 
Tw, T'm.ref. T„ = wall temperature, reference wall temperature and 

ambient temperature 
A = boundary layer thickness, b = A/L 
€ = curvature parameter, equation (18) 
r] = dimensionless boundary layer coordinate, y/A = Y/b 
7 = half angle of cone 

I n t r o d u c t i o n 
Analytical and experimental studies of free convective heat transfer 

from vertical cones have been made by various investigators. Early 
workers approximated the distance to a point in the boundary layer 
from the cone axis by the local cone radius, thus neglecting the effects 
of curvature. The resulting boundary layer equations were found to 
possess similar solutions, [1-6]. 

The effect of radial curvature was first considered by Kuiken [7]. 
He found that heat transfer from the cone is augmented significantly 
for slender cones compared to the case when curvature is neglected. 
Oosthuizen and Wu [8] also considered curvature effects and solved 
the boundary layer equations with a finite difference technique. Ex­
perimental results for heat transfer from slender, isothermal vertical 
cones held in air have been reported by Oosthuizen and Donaldson 

[9]. 
In the present work an integral method is used to predict the 

over-all heat transfer from slender vertical cones having certain 
power-law wall temperature variations. A general expression is ob­
tained for the mean Nusselt number in terms of Grashof number, 
Prandtl number, the power-law exponent and a parameter charac­
terizing curvature. 

Analys i s 
The coordinate system for the cone is shown in Fig. 1. The governing 

differential equations with Boussinesq approximation for axisym-
metric natural convective flow over a vertical cone (see [8]) are non-
dimensionalized using X = x/L, Y = y/L, R = r/L, b = A/L, U = uL/v, 
V = uL/v, 0=(T- T„)/(TW - T„) and 0 = (Tw - T„) / (T w > r e f - 7 J . 
The result is 

dX 

dX dY 

d(UR) d(Vfi) __ 

dY 

0i?GrL + 

Pr 
. dX dY J 

RdY 

IJL 
RdY 

\ dY, 

dfA 

a(<W 
dY / 

} 

(1) 

(2) 

(3) 

Pressure variations across the boundary layer have been neglected 
and a constant ambient temperature is assumed. From Fig. 1, R = X 
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sin 7 + Y cos 7. Next the continuity equation (1) is used to replace 
V in equations (2) and (3) and the resulting equations are integrated 
across the boundary layer using the boundary conditions 

f j = V = 0 , 0 = l a t Y = O 

( 7 = 0 , 0 = Oa tY=(5 (4) 

Here thermal and hydrodynamic boundary layer thicknesses are as­
sumed to be equal. The integrated momentum and energy equations 

= C G r ^ ( 1 + ^ c o t 7 ) - ^ 

! [ ^ ( l + ^ C 0 t 7 ) ] = M ? £ P r 

where TJ = y/A = Y/h and 

U=UMrj) 

(5) 

(6) 

(7) 

with Ui a dimensionless characteristic velocity and 

A= f h2dv,B= f vh2dv,C= f'fldi), 
Jo Jo Jo 

D-- f ifldrt, 
Jo 

(8) 

E= Sohe dr,, F = Jo nhO dri, M = -fl'(O) and N = h'(0). In equa­
tions (5) and (6) the effect of curvature is represented by the terms 
containing cot 7. Kuiken [7] observed that similarity solutions to the 
boundary layer equations do not exist if the curvature effect is in­
cluded. 

As a first approximation solutions will be obtained with neglected 
curvature effects. Then these solutions will be used to get an ap­
proximation of the term (<5/X) cot 7, the latter to be introduced in 
equations (5) and (6) to obtain the complete solution. The velocity 
and temperature profiles chosen are 

U = UMv) = UIV{1 - r,)* 

0 = (1 - v)2 

(9) 

(10) 

which satisfy equation (4) and the additional boundary conditions 
dU/dY = d 2 l / /dY 2 = dfl/dY = 0 at Y = &. The constants in equation 
(8) after evaluation using equations (9) and (10), are substituted in 
equations (5) and (6). After the terms containing cot 7 are dropped, 
we have 

dX 
[Ux2X&] = 84 Grz>X5 - 252 U-^X/b 

dX 
[UrfXb] = (84/Pr)0X/<5 

(ID 

(12) 

Tw %• Tco 

Fig. 1 Coordinate system for the cone 
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Let the wall temperature variation be represented by 

d> = X" (13) 

The following expressions for U\ and <5, obtained by a method 
similar to that used for free convection from a vertical plate, (See [10], 
for example) satisfy equations (11) and (12). 

l / i -

5 = a 0Gr i -
1 / 4X( 1 - ' '» / 4 

336 

a0
2Pr(5n + 7) 

G r L l / 2 X U + ")/2 

(14) 

(15) 

where 

o 0 •• (16) 
ri008[rc + 3 + (5re + 7)Pr]"|i/4 

L [(5re + 7)Pr]2 J 

To obtain a solution which includes curvature effects we propose 
that the term (6/X) cot y in equations (5) and (6) be replaced with the 
averaged quantity 

[(S/5,8„)][(ASo/X)]cot7; 16a0 
G r ^ - ^ c o t T (17) 

Both 6 and <5lao on the left hand side of equation (17) are evaluated 
from equations (14) and (16) and the subscript iso refers to the case 
of the isothermal wall, that is n = 0. The averaged quantities are 
evaluated as 

W J = ( l / i ) f (S/Slm) dx, etc. 
Jo 

As a result of the aforementioned averaging, the results of this paper 
should be applied for the values of exponent re not too different from 
zero. Defining a curvature parameter 

GrL
1 / 4 tan-r 

we find equations (5) and (6) reduce to 

(18) 

4 - re / dX 

P r ( l + ^ 2 i ) 
V 4 - r e / 

4 - r e / 

O A 0 

(19) 

(20) 

which are similar to equations (11) and (12) except for the multipli­
cative constants. Following the discussion after equation (13), we find 
the expressions for 6 and U\ that satisfy equations (19) and (20) to 
be 

Ui 

• aiGrL-^4X^-"»4 

336 
QTLmX(n+i)/2 

C t l : 1008-

a1
2Pr(5n + 7 ) ( ' l + ^ ) 

\ 4 - re/ 

(„ + 3 ) /1 + ^ ) + (5„ + 7 ) / 1 + ^ 2 L W 
\ 4 - re/ V 4 - re/ 

Heat T r a n s f e r R e s u l t s and D i s c u s s i o n 
The local wall heat flux is 

q = -k—\ = -kO'(0)(Tw - T„)/L& 
dy I y=o 

The over-all heat flux is obtained by integrating equation (24) over 
the lateral surface area of the cone and dividing it by the total lateral 
surface area 

(21) 

(22) 

1/4 

(23) 

(24) 

= — C qds = -
A, Js 

2kB'(0) 
(Tw • T . ) Jo a (25) 

where At = isL'1 sin y and ds ; 

coefficient is defined as 
2-rtx sin 7 dx. A mean heat transfer 

Q 
(26) 

' ic.ref ' 

Using equations (10,13,21) and (25) in equation (26) we get the mean 
Nusselt number Nu/, (= hLIk) as 

NuL 
4Grz. 1/4 

ay 
Jo X^n+SWdX = 

l O G r ^ 4 

ai(5re + 7) 
(27) 

where aj is as given in equation (23). 
Kuiken [7] obtained a series type solution for the isothermal vertical 

cone which included curvature effects. From his local heat transfer 
results it can be deduced that for Prandtl number of 0.7, Nu/,/Grj[,1/4 

= 0.51554 + 0.412e + 0.022e2. Both this result and Nuz,/GrL
1<'4 ob­

tained from the present work, equation (27), are plotted against the 
curvature parameter t in Fig. 2. It is seen that the present approximate 
solution agrees quite well with Kuiken's solution. 

The experimental data correlation of Oosthuizen and Donaldson 
[9] and the solution of Hering and Grosh [4] which neglects curvature 
are also shown. It can be seen that when the cone is a slender one or 
when the Grashof number Gr/, is not large, neglect of curvature may 
result in heat transfer predictions which may be too low (100 percent 
too low when t = 1.2, for example). From equations (10, 13, 21, 23), 
and (24) the local Nusselt number for an isothermal cone (n = 0) with 
negligible curvature (e ~* 0) is given by 

N u , G r i - i / 4 = -
Qo 

(28) 

with Nu* = qx/(k(Tw - T J ) and Gr* = (gf}(Tw ~ Ta)x
3 cos y)U*, 

ao is given in equation (16). Hering [5] and Roy [6] have given nu­
merical solutions for heat transfer from an isothermal cone at low and 
high Prandtl numbers, respectively, by neglecting curvature effects. 
In Fig. 3, logio (Nu,/Grx

 1/4) from equation (28) is plotted against logj0 

Pr. The solutions of [5] and [6] are also shown. The present solution 
demonstrates acceptable behavior over a wide range of Prandtl 
numbers in spite of the simplifying assumption that the thermal and 
hydrodynamic boundary layer thicknesses are equal. When Pr < 1, 
equality of thermal boundary layer, St, and velocity boundary layer, 
&h is a proper assumption. For Pr > 1, 5;, > &t and a separate calcu-

l 2 

0 6 

0 5 

i i i i r 
• Correlation of exptl data, [9 ] 

Range of exptl d a t a , [ 9 ] / — / / / / / 

-O 51554 + 0 4 l2«+0 022«" , Kuiken [7] 

-Present solution, eqn (27) 

Hering and Grosh [ 4 ] 

0 2 0 4 0 6 
Curvature parameter,** 

I 0 I 2 

'Gr1 | / 4 tany 

Fig. 2 Over-all heat transfer from an isothermal cone 
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lation was made to note the effect of unequal &'s on the Nusselt 
number. The boundary layer equations for an isothermal cone with 
neglected curvature effects were integrated up to bt assuming 5t/&n 

to be independent of the streamwise coordinate. For Prandtl numbers 
up to 103, values of local Nusselt number differed by 9 percent, at 
most, from bt = bn case. 

Heat Transfer Correlation for 
Subcooled Water Films on 
Horizontal Tubes 

V. Sernas1 

Nomenclature 
g = acceleration due to gravity 
hi = average heat transfer coefficient defined by equation (2) 
ho = local heat transfer coefficient defined by equation (1) 
k = thermal conductivity 
Nua = Nusselt number based on film thickness = h\blk 
Pr = Prandtl number = via 
Re = film Reynolds number = 4I7M 
q = heat flux 
Tin

 = water temperature in feed tray 
Tw = wall temperature 
a = thermal diffusivity 
r = mass flow rate per side per unit axial length of tube 
b = film thickness (3el7g/>)1/3 

8 = angular position measured clockwise from top of tube 
\i = dynamic viscosity 
v = kinematic viscosity 
p = density 

Introduction 
Experimental studies of falling liquid film evaporation on hori­

zontal tubes has been reported by Fletcher, et al. [1, 2]. In those 
studies, the operating conditions were such that the liquid film was 
always boiling making it difficult to separate the convective contri­
bution to the heat transfer out from the results. Parken [3] has re­
ported many experimental heat transfer results of a nonboiling sub-
cooled water film on 5 cm and 2.5 cm dia horizontal tubes in the Ap-
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pendix of his thesis. In these experiments, the water was carefully 
deposited on the horizontal tube to form laminar falling films. Fur­
thermore, the experiments were run under conditions that produced 
little or no evaporation from the liquid film. In the body of his thesis 
Parken showed that these heat transfer results can be predicted very 
well by a finite difference computer model of the convective flow in 
the falling film. However, Parken did not arrive at a dimensionless 
correlation that would predict the average heat transfer coefficients 
for all of his experimental tests. That task has now been completed 
and is presented in this paper. 

Apparatus 
Parken's falling film tests were performed in the same facility that 

was used for the boiling film tests reported in [1] and [2]. Construction 
details of the facility can be found in Parken [3] and [4]. Only the 
construction of the horizontally heated tubes and the feed water tray 
differed from the previous studies [1] and [2]. 

The 5 cm dia horizontal tube was made from a thick walled brass 
tube that had eight axial grooves 25 cm long machined on its outside 
surface. Thermocouples were placed in these grooves and a 0.1 mm 
thick brass shim was soldered on top to form a smooth heat transfer 
surface that covered the complete perimeter of the tube and which 
was 15 cm long in the axial direction. The inside surface of the brass 
tube was lined with asbestos paper and a 30 cm long coiled electric 
heater was centered under the shim and pressed against the inside 
surface of the asbestos to provide a uniform heat flux to the tube. The 
2.5 cm OD heated tube was constructed in the same manner. 

The water feed tray shown in Fig. 1 contained a single slot 32.5 cm 
long and 0.56 mm wide for the 5 cm tube, and 0.38 mm wide for the 
2.5 cm tube. The exit of the slot was centered over the heated tube and 
was kept approximately 3 mm above it. The water flow rate over the 
tube was changed by increasing the water head within the feed tray. 
This feed tray design produced a laminar sheet (or slot jet) of water 
at the top of the horizontal tube. This laminar slot jet split into half 
and formed two laminar films which slid down on the tube surface 
(one on either side of the tube) for a distance of only half a circum­
ference of the horizontal tube (7.85 cm for the 5 cm tube). Wilke's 
study [5] has shown that carefully deposited laminar films at the top 
of vertical tubes turn turbulent only some 40 to 80 cm from the top 
of the tube if the Reynolds number is near the range of Parken's ex-
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pendix of his thesis. In these experiments, the water was carefully 
deposited on the horizontal tube to form laminar falling films. Fur­
thermore, the experiments were run under conditions that produced 
little or no evaporation from the liquid film. In the body of his thesis 
Parken showed that these heat transfer results can be predicted very 
well by a finite difference computer model of the convective flow in 
the falling film. However, Parken did not arrive at a dimensionless 
correlation that would predict the average heat transfer coefficients 
for all of his experimental tests. That task has now been completed 
and is presented in this paper. 

Apparatus 
Parken's falling film tests were performed in the same facility that 

was used for the boiling film tests reported in [1] and [2]. Construction 
details of the facility can be found in Parken [3] and [4]. Only the 
construction of the horizontally heated tubes and the feed water tray 
differed from the previous studies [1] and [2]. 

The 5 cm dia horizontal tube was made from a thick walled brass 
tube that had eight axial grooves 25 cm long machined on its outside 
surface. Thermocouples were placed in these grooves and a 0.1 mm 
thick brass shim was soldered on top to form a smooth heat transfer 
surface that covered the complete perimeter of the tube and which 
was 15 cm long in the axial direction. The inside surface of the brass 
tube was lined with asbestos paper and a 30 cm long coiled electric 
heater was centered under the shim and pressed against the inside 
surface of the asbestos to provide a uniform heat flux to the tube. The 
2.5 cm OD heated tube was constructed in the same manner. 

The water feed tray shown in Fig. 1 contained a single slot 32.5 cm 
long and 0.56 mm wide for the 5 cm tube, and 0.38 mm wide for the 
2.5 cm tube. The exit of the slot was centered over the heated tube and 
was kept approximately 3 mm above it. The water flow rate over the 
tube was changed by increasing the water head within the feed tray. 
This feed tray design produced a laminar sheet (or slot jet) of water 
at the top of the horizontal tube. This laminar slot jet split into half 
and formed two laminar films which slid down on the tube surface 
(one on either side of the tube) for a distance of only half a circum­
ference of the horizontal tube (7.85 cm for the 5 cm tube). Wilke's 
study [5] has shown that carefully deposited laminar films at the top 
of vertical tubes turn turbulent only some 40 to 80 cm from the top 
of the tube if the Reynolds number is near the range of Parken's ex-
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Fig. 1 Experimental arrangement for producing the falling water film on 
horizontal heated tube 

periments. Oosthuizen and Cheung [6] also produced laminar films 
at the top of vertical tubes at Reynolds numbers about an order of 
magnitude larger than Parken's. 

The water in the feed tray was always slightly subcooled because 
the pressure in the horizontal tube chamber was always kept slightly 
above the saturation pressure of the feed water. 

Experimental Results 
Parken's [3] experimental results are presented in the Appendix 

of his thesis as a table of measured temperatures and local conduc­
tances, ho, around the circumference of the heated tube for each test 
within the range specified in Table 1. The local conductance was de­
fined as: 

he = q/(Tw - Tin) (1) 

where q was the constant heat flux produced by the internal electric 
heater, Tw was the local tube wall temperature, and T,-„ was the feed 
water temperature. 

Before correlating Parken's data, an average heat transfer coeffi­
cient, hi, for the entire tube was calculated for each test run. The 
average heat transfer coefficient was defined as: 

hi-
2ir Jo 

h0dO (2) 

where 8 is the angle measured clockwise from the top of the tube. The 
average conductance for the 2.5 cm tube was obtained by averaging 
the local heat transfer coefficient measured at 0 = 0 deg, 45 deg, 90 
deg, 135 deg, 160 deg, 225 deg, 270 deg, and 315 deg. The average 
conductance for the 5 cm tube was obtained by averaging the local 
heat transfer coefficient at S = 0 deg, 65 deg, 90 deg, 135 deg, 180 deg, 
245 deg, 270 deg, and 315 deg. The average of the specified eight local 
conductances is a good estimate of h\ because the location of these 
local conductances are approximately evenly spaced around the tube. 
The variation of ho with 0 was found by Parken [3] to be quite large. 
It was largest at 6 = 0 deg and decreased continuously to about half 
that value (depending on flow rate) at the bottom. 

It is indicated in Table 1 that six runs out of the 78 reported by 
Parken [3] were not used in the correlations. The accuracy of these 

flow rate r , kg/s-m 
Reynolds No., 4l7/i 
inlet temp., °C 
Prandtl No. via 
heat flux, kW/m2 

No. of tests used in correlation 
No. of tests reported by Parken 

2.5 cm tube 

0.133 to 0.292 
1151 to 4594 
44.9 to 117 
1.49 to 3.92 

47 to 79 
33 
36 

5 cm tube 

0.222 to 0.375 
1679 to 6044 
47.7 to 122.4 

1.453 to 3.717 
47 to 79 

39 
421 

1 Only those tests that were made on tube whose thermocouple locations are 
shown in Fig. 1. 

tests was questioned either because their wall temperature distribu­
tion was unsymmetric, or because their (Tw — T,-n) was small due to 
a small heat flux setting. 

Correlation of Results 
It has become a common practice to express the Reynolds number 

for thin film flow at 4l7u where P is the mass flow rate in the film per 
unit width of surface, and M is the dynamic viscosity of the fluid film. 
For horizontal tubes the mass flow rate supplied to the tube per unit 
length of tube is divided by two to obtain T because two films are es­
tablished on the tube, one on each side. This definition of the Reyn­
olds number implies that the characteristic length for the flow is 45 
which is the "hydraulic diameter" of the film and & is the film thick­
ness. It is therefore reasonable to define a Nusselt number based on 
the film thickness, i.e., Nuj = h\b/k. The film thickness on a horizontal 
tube varies with angle 8, and is not an easily measureable quantity. 
It is known [7], however, that the laminar film thickness at steady 
state on a flat vertical surface is expressible in terms of easily 
measureable quantities, i.e., 5= (3j<r/gp2)1/3. Thus the dimensionless 
grouping hy(?,jxYlgp2)ll?,lk = Nuj was adopted to serve as an average 
Nusselt number for the horizontal tube. 

A dimensionless analysis revealed that the experimental data of 
each tube should be correlated by an equation of the form 

Nu s = C Re"'Pr" (3) 

where C, m, and n are constants, and Re and Pr are the Reynolds and 
Prandtl numbers respectively. A multiple linear regression analysis 
was performed separately on the 2.5 cm tube data and the 5 cm tube 
data. In the regression analysis the data were fitted to equation (3). 
It was found that the exponent of the Prandtl number was almost the 
same in both the 2.5 cm and 5 cm tube correlations. The 95 percent 
confidence interval for n was found to be (0.637 ± .045) for the 2.5 cm 
tube data and (0.687 ± .060) for the 5 cm tube data. Since the same 
exponent for Pr is highly desirable for both tube diameters, a common 
value of n = 0.66 was chosen because it fell about half way between 
the exponents for each tube and it was well within the 95 percent 
confidence limit for the exponent for each diameter. 

The exponent for the Reynolds number in equation (3) was found 
by first a least square procedure for each tube diameter to fit 

Nu8 

pr0.66 
= C R e " (4) 

and then by choosing a common exponent for both groups of data. In 
the linear regression analysis that fitted the data to equation (4) the 
95 percent confidence interval for m was found to be (0.553 ± .028) 
for the 2.5 cm tube data, and (0.587 ± .033) for the 5 cm tube data. A 
common exponent of m = 0.57 was then chosen for both groups of 
data. This chosen value of m was in the middle between 0.553 and 
0.587 and still within the 95 percent confidence interval of both sets 
of data. 

The premultiplying constant C in equation (3) was found separately 
for each set of data by a procedure that is equivalent to the formu­
la 

c , 1 g Nu, 

NWi Re°-57Pr°-66 

where the sum is taken over the 33 data points of the 2.5 cm tube to 
obtain the C for that tube, and over the 39 data points of the 5 cm tube 
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Fig. 2 Comparison of experimental data with equations (S) and (6) 

to obtain the C for the 5 cm tube. The resultant correlations are as 
follows: 

for the 2.5 cm diameter tube, 

k \gP
2) 

/ 4 r \0 .57 / ( ,X0.66 
0.01757 ( — ) ( - ) (5) 6' 

and for the 5 cm tube, 

T& =°-01578(7) 0 (6) 

These correlations (which are applicable only in the Re and Pr 
range given in Table 1) are plotted on Fig. 2 to show how well they fit 
the experimental data. The square root of the mean square error for 
the 2.5 cm tube correlation is only 3.1 percent and only one data point 
(out of 33) deviates from the correlation by more than 5 percent. The 
square root of the mean square error for the 5 cm tube is 3.3 percent, 
and only four data points (out of 39) deviate from the correlation by 
more than 5 percent. 

It should be noted that in equations (5) and (6) the fluid properties 
are to be evaluated at the feed water temperature. It was found that 
the variation of the properties due to temperature was very small 
because the temperature differences were small. An estimate of the 
effect of the temperature variation of the properties was made by 
calculating a correction factor of the Sieder-Tate [8] type, i.e., (ixm/ 
Mu.)0,14 where \xm is the viscosity at the mean film temperature and 
liw is the viscosity at the average wall temperature. This correction 
factor was found to fall in the range between 1.006 and 1.025 for all 
the test runs. In view of the fact that this correction factor was close 
to unity it was not incorporated into equations (5) and (6). 

It is possible to write equations (5) and (6) in terms of the commonly 
used dimensionless group, h(v2/g)1/3/k, by multiplying both sides of 
the equations by (M/3T) 1 / 3 . The results are for the 2.5 cm tube 

k 

/ /A 1/3 /4r\0.24 
l — \ = .01925 f (T)™.©' 

and for the 5 cm tube 

hi / j A i 

k \e) 

/4I\0.24 , n f l 

• 0 1 7 2 9 (7) fc) 

(7) 

(8) 
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A Note on Combined Boiling and 
Evaporation of Liquid Films on 
Horizontal Tubes 

J. J. Lorenz1 and D. Yung1 

I n t r o d u c t i o n 
Relatively high heat fluxes can be attained with small temperature 

differences by evaporation of thin liquid films on horizontal tubes, 
If nucleate boiling accompanies film evaporation, even higher heat 
fluxes can be realized. Evaporators employing these heat transfer 
mechanisms have been used in refrigeration systems, desalination 
plants, and, more recently, have been proposed for use in Ocean 
Thermal Energy Conversion (OTEC) power plants. A design of par­
ticular interest for OTEC is the horizontal tube falling film evaporator, 
where a working fluid (e.g., ammonia) is vaporized on vertical banks 
of heated horizontal tubes. 

Despite the importance of boiling and evaporation of liquid films 
on horizontal tubes, surprisingly little analytical and experimental 
work has appeared in the literature [1-5]. Much of the previous work 
was sponsored by the Office of Saline Water (OSW), presently the 
Office of Water Research and Technology (OWRT), and was directed 
toward desalination. In a recent study by the authors [6], a simple 
model was developed for predicting heat transfer by combined boiling 
and evaporation of liquid films on horizontal tubes. Predictions were 
shown to be in good agreement with the experimental data of Fletcher, 
et al., [1, 2] and Liu [3] for evaporating water films. Unfortunately no 
data for other working fluids, such as ammonia, was available at that 
time. Subsequently a number of investigators published experimental 
data for ammonia evaporating on horizontal tubes [7-9]. The purpose 
of this technical note is to provide a comparison between those data 
and our analytical model. 

Analys i s 
Before presenting a comparison of predictions with the experi­

mental data, a brief discussion of the model will be given. For the case 
of a single horizontal tube with outer diameter, D, the problem is 
treated by "unwrapping" the tube to form a vertical surface of length 
L = •K D/2, see Fig. I.2 Within the length, L, two distinct convective 
heat transfer regions are defined: a thermal developing region and a 
fully developed region. If the superheat is sufficiently high, nucleate 
boiling can occur in the film. The overall heat transfer process is 
modelled as a superposition of the convective components and the 
boiling component. 

Thermal Developing Region. Referring to Fig. 1, liquid at the 
saturation temperature Ts is fed at a flowrate (per unit axial length) 
2r to the top of a heated tube, establishing a thin film on the surface. 
The feed flow splits evenly with T going to each side. A thermal de­
veloping length Ld is required for the film to be superheated from the 
saturation temperature to a fully developed linear profile. In the 
thermal developing region all of the heat transferred from the wall 
goes into superheating the liquid film and no evaporation occurs. The 

1 Components Technology Division, Argonne National Laboratory, Argonne, 
IL 60439 

2 Justification for this is partially by analogy to laminar film condensation 
where the average heat transfer coefficient calculated via Nusselt for a vertical 
plate with L = w D/2 is found to be only 15 percent different from the "exact" 
Nusselt solution for a horizontal tube. The simple approach was adopted in view 
of this and because the actual problem involves a number of complex phe­
nomena which are not rigorously considered in the overall modelling (e.g., waves, 
ripples, splashing, and bubbles). 

Contributed by The Gas Turbine Division for publication in the "JOURNAL 
OF H E A T T R A N S F E R . Manuscript received by The Heat Transfer Division 
August 17,1978. 
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and only four data points (out of 39) deviate from the correlation by 
more than 5 percent. 

It should be noted that in equations (5) and (6) the fluid properties 
are to be evaluated at the feed water temperature. It was found that 
the variation of the properties due to temperature was very small 
because the temperature differences were small. An estimate of the 
effect of the temperature variation of the properties was made by 
calculating a correction factor of the Sieder-Tate [8] type, i.e., (ixm/ 
Mu.)0,14 where \xm is the viscosity at the mean film temperature and 
liw is the viscosity at the average wall temperature. This correction 
factor was found to fall in the range between 1.006 and 1.025 for all 
the test runs. In view of the fact that this correction factor was close 
to unity it was not incorporated into equations (5) and (6). 

It is possible to write equations (5) and (6) in terms of the commonly 
used dimensionless group, h(v2/g)1/3/k, by multiplying both sides of 
the equations by (M/3T) 1 / 3 . The results are for the 2.5 cm tube 

k 

/ /A 1/3 /4r\0.24 
l — \ = .01925 f (T)™.©' 

and for the 5 cm tube 

hi / j A i 

k \e) 

/4I\0.24 , n f l 

• 0 1 7 2 9 (7) fc) 

(7) 

(8) 
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A Note on Combined Boiling and 
Evaporation of Liquid Films on 
Horizontal Tubes 

J. J. Lorenz1 and D. Yung1 

I n t r o d u c t i o n 
Relatively high heat fluxes can be attained with small temperature 

differences by evaporation of thin liquid films on horizontal tubes, 
If nucleate boiling accompanies film evaporation, even higher heat 
fluxes can be realized. Evaporators employing these heat transfer 
mechanisms have been used in refrigeration systems, desalination 
plants, and, more recently, have been proposed for use in Ocean 
Thermal Energy Conversion (OTEC) power plants. A design of par­
ticular interest for OTEC is the horizontal tube falling film evaporator, 
where a working fluid (e.g., ammonia) is vaporized on vertical banks 
of heated horizontal tubes. 

Despite the importance of boiling and evaporation of liquid films 
on horizontal tubes, surprisingly little analytical and experimental 
work has appeared in the literature [1-5]. Much of the previous work 
was sponsored by the Office of Saline Water (OSW), presently the 
Office of Water Research and Technology (OWRT), and was directed 
toward desalination. In a recent study by the authors [6], a simple 
model was developed for predicting heat transfer by combined boiling 
and evaporation of liquid films on horizontal tubes. Predictions were 
shown to be in good agreement with the experimental data of Fletcher, 
et al., [1, 2] and Liu [3] for evaporating water films. Unfortunately no 
data for other working fluids, such as ammonia, was available at that 
time. Subsequently a number of investigators published experimental 
data for ammonia evaporating on horizontal tubes [7-9]. The purpose 
of this technical note is to provide a comparison between those data 
and our analytical model. 

Analys i s 
Before presenting a comparison of predictions with the experi­

mental data, a brief discussion of the model will be given. For the case 
of a single horizontal tube with outer diameter, D, the problem is 
treated by "unwrapping" the tube to form a vertical surface of length 
L = •K D/2, see Fig. I.2 Within the length, L, two distinct convective 
heat transfer regions are defined: a thermal developing region and a 
fully developed region. If the superheat is sufficiently high, nucleate 
boiling can occur in the film. The overall heat transfer process is 
modelled as a superposition of the convective components and the 
boiling component. 

Thermal Developing Region. Referring to Fig. 1, liquid at the 
saturation temperature Ts is fed at a flowrate (per unit axial length) 
2r to the top of a heated tube, establishing a thin film on the surface. 
The feed flow splits evenly with T going to each side. A thermal de­
veloping length Ld is required for the film to be superheated from the 
saturation temperature to a fully developed linear profile. In the 
thermal developing region all of the heat transferred from the wall 
goes into superheating the liquid film and no evaporation occurs. The 

1 Components Technology Division, Argonne National Laboratory, Argonne, 
IL 60439 

2 Justification for this is partially by analogy to laminar film condensation 
where the average heat transfer coefficient calculated via Nusselt for a vertical 
plate with L = w D/2 is found to be only 15 percent different from the "exact" 
Nusselt solution for a horizontal tube. The simple approach was adopted in view 
of this and because the actual problem involves a number of complex phe­
nomena which are not rigorously considered in the overall modelling (e.g., waves, 
ripples, splashing, and bubbles). 
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average heat transfer coefficient in this region was calculated from 
an energy balance as: 

k'-lc°h (i) 

where Cp is the specific heat. For this calculation a fully developed 
laminar falling film velocity profile together with a linear temperature 
profile were assumed at the end of the developing region. The devel­
oping length, Ld, was estimated assuming a constant film thickness, 
given by the well-known Nusselt expression, and employing an ap­
proximate integral method, yielding: 

r"/S [^ 
Ld=~A \ 2 W 

4irpa V gP 
where p is the density; a is the thermal diffusivity; and JX is the vis­
cosity. A more exact treatment of the developing region could not be 
justified in view of the many complicating factors that come into play 
(e.g., waves, ripples, splashing, and bubbles). Fortunately many of 
these effects tend to cancel. Equations (1) and (2) apply strictly to 
laminar flow but have been successfully employed slightly within the 
turbulent region. Since most flow conditions of practical interest for 
horizontal tubes are either laminar or just slightly turbulent, these 
equations are generally applicable. 

Fully Developed Region. In the fully developed region, con-
vective heat transfer leads to evaporation at the vapor/liquid interface. 
Chun and Seban [10] developed the following correlations for heat 
transfer to evaporating liquid films on smooth vertical tubes: 

Laminar: 
/ „2 \-l/3/4p\-0.22 

K-o.82iy (-) (8fl, 
Turbulent: 

/ „2 \-l/3/4r\0.4/„\0.65 

where k is the thermal conductivity and v is the kinematic viscosity. 
Both correlations give the "local" heat transfer coefficient as a func­
tion of film Reynolds number, AY In. In the laminar range, equation 
(3a) includes the influence of waves and ripples which have the effect 
of increasing heat transfer by reducing the effective film thickness. 
Equations (3a) and (36) should apply equally well for either constant 
heat flux or constant wall temperature boundary conditions: in lam­
inar flow hc is essentially equal of k/d, regardless of boundary condi­
tions; and in turbulent flow the behavior should be essentially similar 
to that in pipes where it is known that (Nu)r=Const/(Nu)9//t=COnst ** 
0.9 for Pr > 0.5. The intersection of correlations (3a) and (3b) yields 
the following pseudo-transition Reynolds number: 

(4) 
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Fig. 2 Comparison of predictions with experimental data for ammonia 
evaporating on smooth horizontal tubes 

This should not be regarded as an actual indication of the transition 
from laminar to turbulent but only as the point of transition from one 
correlation to the other. The actual transition to turbulence may be 
more accurately characterized by the Weber number [10]. 

Nucleate Boiling. If the superheat is sufficiently high, boiling 
may occur in the film. It has been found that greater heat fluxes are 
attainable with boiling in thin films than with boiling in pools, e.g., 
[11-13]. Nishikawa [12] developed a correlation for nucleate boiling 
in thin liquid layers, but falling films on tubes are generally so thin 
that they lie outside the validated range of his correlation. Rather than 
using an extrapolation of Nishikawa's correlation, it was decided to 
conservatively adopt a pool boiling correlation, such as that of Roh-
senow [14,15]: 

hb (5) 

where s = 1 for water and s = 1.7 for all other fluids. The parameter 
Csf is a function of fluid-surface combination. Experimental data, 
when available, should be used in preference to this correlation. 

Average Heat Transfer Coefficient. The overall heat flux is 
assumed to be a superposition of convective heat transfer and boiling. 
This procedure is essentially similar to that of Bergles and Rohsenow 
[16] for determining forced convective boiling heat transfer coeffi­
cients. The average heat transfer coefficient over the circumferential 
length, L, is then: 

h hb + hd — + hc 
Li 

l~T (6) 

Since h is defined as the average heat transfer coefficient over the 
entire length, it should be evident that the quantities (Ld/L) and (1 
- Ld/L) in equation (6) merely weight the respective convective heat 
transfer components according to the length over which each is ef­
fective. Boiling is assumed to occur over the entire length and there­
fore the weighting factor for hb is unity.3 Equations (3a) and (3b) for 
hc are evaluated assuming a constant flowrate, a procedure which does 
not take into account the thinning of the film. This assumption was 
found to be generally quite good, particularly when the rate of evap­
oration is small compared to the feed flowrate Y. 

Results 
The experimental apparatus employed in [7-9] consist essentially 

of a feed tube which supplies ammonia liquid at Ts to an electrically 
heated horizontal tube on which vaporization occurs. Heat transfer 
coefficients were determined from the electrical input and thermo­
couples located eircumferentially and axially along the tube. No 
boiling was observed in the ammonia film in any of the experimental 
studies. This is probably due to the fact that ammonia wets surfaces 
very well and floods out potential nucleation sites. 

Figure 2 shows a comparison of predictions with experimental data. 
Results are plotted as dimensionless heat transfer coefficient versus 

3 A weighting factor of unity resulted in favorable agreement between 
equation (6) and the experimental data of Fletcher, et al., [1, 2] for boiling of 
thin water films on horizontal tubes. In using a weighting factor of unity it was 
assumed that the incipient boiling superheat was exceeded over the entire 
length. When the maximum active cavity size is known, the modelling can be 
refined by invoking an incipience criterion. 
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film Reynolds number. Note that considerable scatter exists for Re 
< 100. This reflects variability in the measured heat transfer coeffi­
cients resulting from random dry patches that form on the tube sur­
face at very low feed flowrates. The present analysis is seen to be in 
good agreement with the data over the entire Reynolds number range. 
Since no boiling was experimentally observed, hb was set equal to zero 
in the model. The trends indicated by the model are rather interesting. 
At low flowrates, the heat transfer coefficient is large because the film 
is relatively thin. As the flowrate increases, the film thickens and 
consequently the heat transfer coefficient decreases. At still higher 
flowrates heat transfer in the developing region becomes increasingly 
important, and the heat transfer coefficient gradually rises. The 
variance between the Chun-Seban correlation and the present model 
reflects the influence of the thermal developing region. Note the large 
divergence at high flowrates where the developing length is most 
important. Dukler's analysis [17] agrees favorably with the data at 
higher flowrates, but underpredicts the data at lower flowrates. Ac­
tually the Dukler prediction is remarkably good in view of the fact that 
the analysis, like that of Chun-Seban, was developed for falling films 
on vertical surfaces rather than on horizontal tubes. For reference, 
the Nusselt prediction is also plotted. 

Conclusions 
A simple model of combined boiling and evaporation of liquid films 

on horizontal tubes was developed. Predictions were shown to agree 
favorably with recent thin film evaporation data for ammonia. Pre­
viously [6] the model was shown to successfully predict published 
experimental data for evaporating (and boiling) water films. In view 
of the good agreement with experimental data, this model is expected 
to be a useful tool for the thermal design of horizontal tube falling film 
evaporators. 

An Analytical Estimate of the 
Microlayer Thickness in 
Nucleate Boiling 

M. S. Plesset1 and S. S. Sadhal2 

Nomenclature 
ms = R2R — source strength 
m = ~R2R = sink strength 
p = pressure 
R(t) = bubble radius 
Ro = maximum bubble radius 
r = spherical distance from origin 
t = time 
£n = bubble lifetime 
U = free-field radial velocity 
u = radial velocity within the boundary layer 
w = velocity normal to wall 
2 = distance normal to wall 
& = boundary layer thickness 
bo = microlayer thickness 
(So) = average value of 5o 
TI = z(m/2w3)1 /2 = similarity variable 
v = kinematic viscosity 
p = density of liquid 
(j> = velocity potential 
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1 Introduction 

Among the phenomena of interest in nucleate boiling at a solid 
surface is the enhanced heat transfer that takes place with the onset 
of such boiling. In the physical situation of present concern one has 
a large temperature gradient in the liquid in the neighborhood of the 
solid. Vapor bubbles grow and collapse at the solid with a lifetime of 
the order of a millisecond or less. These nucleate boiling bubbles have 
characteristically a maximum size of about 0.5 mm. The analysis of 
the dynamics of such vapor bubbles is important for the under­
standing of the physical mechanism of the increased heat transfer 
from a hot solid to a liquid in nucleate boiling conditions. 

To explain the increased heat transfer with nucleate boiling two 
mechanisms have been suggested. The first supposes that the growing 
and collapsing of a bubble produces a stirring of the liquid in the re­
gion of the large temperature gradient near the solid. This "micro-
convection" is then supposed to produce the increase in heat transfer. 
Because of viscosity, the bubble growth and collapse have associated 
with them a viscous layer between the bubble base and the solid (see 
Fig. 1). This viscous layer is known as the "microlayer." The second 
mechanism supposes that the important contribution comes from the 
transport of latent heat. In this latter mechanism the heat from the 
hot wall is conducted through the microlayer and is transported from 
the bubble base to the cooler bubble cap in the form of latent heat of 
vaporization from the microlayer. The contribution of this latent heat 
transport in subcooled nucleate boiling has been studied by Plesset 
and Prosperetti [1]. 

In the determination of heat transfer rates due to these mechanisms 
the thickness of the microlayer plays an important role and has been 
the subject of several investigations. From a theoretical point of view 
the calculation of the thickness of the microlayer is a well-defined 
problem in fluid dynamics. However, previous attempts [2,3] to solve 
this problem have led to solutions which have been developed and 
applied to slowly growing bubbles. These growing bubbles are ob­
served in situations in which the temperature gradient in the liquid 
in the neighborhood of the solid is much smaller than the gradients 
which apply to nucleate boiling. The vapor bubbles which grow in such 
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film Reynolds number. Note that considerable scatter exists for Re 
< 100. This reflects variability in the measured heat transfer coeffi­
cients resulting from random dry patches that form on the tube sur­
face at very low feed flowrates. The present analysis is seen to be in 
good agreement with the data over the entire Reynolds number range. 
Since no boiling was experimentally observed, hb was set equal to zero 
in the model. The trends indicated by the model are rather interesting. 
At low flowrates, the heat transfer coefficient is large because the film 
is relatively thin. As the flowrate increases, the film thickens and 
consequently the heat transfer coefficient decreases. At still higher 
flowrates heat transfer in the developing region becomes increasingly 
important, and the heat transfer coefficient gradually rises. The 
variance between the Chun-Seban correlation and the present model 
reflects the influence of the thermal developing region. Note the large 
divergence at high flowrates where the developing length is most 
important. Dukler's analysis [17] agrees favorably with the data at 
higher flowrates, but underpredicts the data at lower flowrates. Ac­
tually the Dukler prediction is remarkably good in view of the fact that 
the analysis, like that of Chun-Seban, was developed for falling films 
on vertical surfaces rather than on horizontal tubes. For reference, 
the Nusselt prediction is also plotted. 

Conclusions 
A simple model of combined boiling and evaporation of liquid films 

on horizontal tubes was developed. Predictions were shown to agree 
favorably with recent thin film evaporation data for ammonia. Pre­
viously [6] the model was shown to successfully predict published 
experimental data for evaporating (and boiling) water films. In view 
of the good agreement with experimental data, this model is expected 
to be a useful tool for the thermal design of horizontal tube falling film 
evaporators. 
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Nomenclature 
ms = R2R — source strength 
m = ~R2R = sink strength 
p = pressure 
R(t) = bubble radius 
Ro = maximum bubble radius 
r = spherical distance from origin 
t = time 
£n = bubble lifetime 
U = free-field radial velocity 
u = radial velocity within the boundary layer 
w = velocity normal to wall 
2 = distance normal to wall 
& = boundary layer thickness 
bo = microlayer thickness 
(So) = average value of 5o 
TI = z(m/2w3)1 /2 = similarity variable 
v = kinematic viscosity 
p = density of liquid 
(j> = velocity potential 
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1 Introduction 

Among the phenomena of interest in nucleate boiling at a solid 
surface is the enhanced heat transfer that takes place with the onset 
of such boiling. In the physical situation of present concern one has 
a large temperature gradient in the liquid in the neighborhood of the 
solid. Vapor bubbles grow and collapse at the solid with a lifetime of 
the order of a millisecond or less. These nucleate boiling bubbles have 
characteristically a maximum size of about 0.5 mm. The analysis of 
the dynamics of such vapor bubbles is important for the under­
standing of the physical mechanism of the increased heat transfer 
from a hot solid to a liquid in nucleate boiling conditions. 

To explain the increased heat transfer with nucleate boiling two 
mechanisms have been suggested. The first supposes that the growing 
and collapsing of a bubble produces a stirring of the liquid in the re­
gion of the large temperature gradient near the solid. This "micro-
convection" is then supposed to produce the increase in heat transfer. 
Because of viscosity, the bubble growth and collapse have associated 
with them a viscous layer between the bubble base and the solid (see 
Fig. 1). This viscous layer is known as the "microlayer." The second 
mechanism supposes that the important contribution comes from the 
transport of latent heat. In this latter mechanism the heat from the 
hot wall is conducted through the microlayer and is transported from 
the bubble base to the cooler bubble cap in the form of latent heat of 
vaporization from the microlayer. The contribution of this latent heat 
transport in subcooled nucleate boiling has been studied by Plesset 
and Prosperetti [1]. 

In the determination of heat transfer rates due to these mechanisms 
the thickness of the microlayer plays an important role and has been 
the subject of several investigations. From a theoretical point of view 
the calculation of the thickness of the microlayer is a well-defined 
problem in fluid dynamics. However, previous attempts [2,3] to solve 
this problem have led to solutions which have been developed and 
applied to slowly growing bubbles. These growing bubbles are ob­
served in situations in which the temperature gradient in the liquid 
in the neighborhood of the solid is much smaller than the gradients 
which apply to nucleate boiling. The vapor bubbles which grow in such 
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Fig- 1 (a) * diagrammatic representation of a typical nucleate boiling 
vapor bubble with a viscous microlayer 

.^___ „ __ Boundary layer 

Fig. 1 (ib) Mathematical model (point source or sink) 

moderate temperature gradients not only grow much more slowly but 
also attain sizes of the order of several millimeters. These do not 
usually collapse on the solid but detach from it to collapse at a distance 
from it. Measurements of the microlayer thickness for such bubbles 
have been made by Jawurek [4] and by Voutsinos and Judd [5] with 
use of optical interferometry. For the small, short-lived nucleate 
boiling bubbles such measurements are not yet available. 

For a spherical vapor bubble of radius R{t) growing or collapsing 
in an unbounded liquid such as water the velocity potential in the 
liquid viewed as a perfect fluid is 

<t>(r) 
R2R 

(1) 

where R = dR/dt is the velocity at the bubble boundary. This motion 
is the same as the motion produced by a point source (or a sink) of 
liquid of strength 

ms=R2R (2) 

Viscous effects for such unbounded spherical motion in water are 
unimportant. A bubble growing (collapsing) at a solid wall usually has 
a nearly hemispherical shape and the liquid motion away from the 
wall can be described by (1-2). At the wall, however, the no-slip con­
dition applies and we have a viscous boundary layer. The motion of 
the liquid is similar to the case of a point source (sink) in an un­
bounded liquid where we introduce a rigid plane containing the 
point. 

In the present analysis, we obtain an estimate of the microlayer 
thickness during the collapse of a bubble from the known solution [6] 
to the boundary layer equations for a constant point sink on a plane. 
That is to say, we simulate a bubble of time-varying radius R(t) by 
a point sink of liquid on a rigid plane in a semi-infinite liquid (see Fig. 
1). The strength of the sink is taken to be m = —R2R. An estimate of 
the microlayer thickness during the growth of the bubble could not 
be obtained in a corresponding way because of fundamental dif­
ficulties in the existence and the uniqueness of a boundary layer so­
lution for a point source on a plane. A steady state boundary layer 
solution for a constant point sink is, however, available [6] and a cal­
culation of the boundary layer thickness is used to give an estimate 
of the microlayer thickness for a collapsing bubble. 

2 B o u n d a r y L a y e r So lu t ion for a P o i n t S ink on a 
P l a n e 

The boundary layer solution presented by Rosenhead [6] is based 
on the general class of axisymmetric solutions by Mangier [7] and Geis 
[8]. The potential flow outside the boundary layer is given in terms 
of the free-field velocity U as 

«-5 (3) 

where m = — R 2R is the strength of the point sink and r is the radial 
distance from the sink. From the momentum equation the pressure 
term, —(l/p)(dp/dr), for inviscid flow is obtained as 

ldp _ j,dU__ 2m2 

dr ~ 
(4) 

p dr dr r° 

In the boundary layer approximation it is assumed that equation (4) 
describes the pressure distribution within the viscous layer as well 
as outside it. Therefore, the momentum equation within the boundary 
layer has the well known form [6] 

du du 
u h w — : 

dr dz 

2m2 d2u 
+ » 

rb dz2 
(5) 

where u is the radial velocity along the plane, w is the velocity normal 
to the plane, z is the distance normal to the plane, and v is the kine­
matic viscosity of the liquid. The continuity equation in these coor­
dinates is 

— (ra) + — (rw) = 0 
dr dz 

(6) 

(7) 

By using the similarity variable 

r, = z ( ) , m = -R2R > 0 
\ 2 w 3 / 

and by expressing u in terms of an undetermined function /(JI) as 

u = Uf'(v) (8) 

one obtains from equations (5) and (6) 

/ ' " - / / " + 4 ( 1 - / ' 2 ) = 0 (9) 

which is a special case of the Falkner-Skan equation. The no-slip and 
the zero normal velocity conditions require that 

/(0) = /'(0) = 0 (10) 

and in order that u—*• U away from the plane, / has to satisfy the re­
quirement 

f'(ri) -* 1 as ?) —• °° (11) 

A numerical solution to this set of equations (9-11) is available [6], 
and it can be used to obtain the flow velocity at any point. It is ap­
propriate to point out here that a similar boundary layer solution for 
a point source does not exist. 

3 Microlayer Thickness 
If the boundary layer thickness is defined as the distance in which 

the flow velocity has attained 99 percent of the potential flow velocity, 
then from (8) it follows that 

fir,) < 0.99 (12) 

From the numerical solution of (9-11) we find that (12) requires 
that 

/-
\ 1/2 

< 2 
\2i-r3/' 

Therefore, the boundary layer is the region 

2vr\ i/2 

0<z <2 flnr°\ 

\ m I 
and hence the boundary layer thickness is given by 

/2vr\ 1/2 

V m 
5 =* 2 ( J 

(13) 

(14) 

(15) 

There is, of course, some arbitrariness in the determination of the 
boundary layer thickness. If the thickness is defined as /'(r;) = 0.999, 
then one finds <5 ~ 3(2w3/m)1/2; and if one takes /'(??) = 0.95 one finds 
5 =* OMZfrVm)1'2. •. 

An estimate of the microlayer thickness do can be obtained if we find 
a suitable expression for m and then interpret & as <50. The expression 
for m must be consistent with the assumption ,that it be a constant 
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and it should fit the experimental data for R(t), 
The above results are valid only for the collapse of the bubble, and 

we take t - 0 as the time when the bubble radius R(t) is a maximum 
R0, i-e., 

ft(0) = R0 (16) 

If t0 is taken as the total bubble lifetime, for growth and collapse, then 
we require 

RQkt0) = 0 

In addition, R(t) must satisfy 

R2R = -m 

where m is taken to be a constant. We then find that 

2t\ i /3 

to/ 

and 

2flo3 

m = 
3 to 

which upon substitution into (15) gives the microlayer thickness as 
, 3/2 

R(t) = R0(l--)
1 

\ to / 

(17) 

(18) 

(19) 

(20) 

50 <* 2(3,<t0)
1/2 

W (21) 

This expression may be averaged over the region beneath the bubble 
to give 

<5 0 >^-(3 , ' to) 1 / 2 

where (<So) is the average value of <50. 

(22) 

4 D i s c u s s i o n 
The information about the boundary layer thickness just described 

can be used to estimate the heat transfer rate due to evaporation from 
the microlayer. A question arises concerning the accuracy of the de­
scription of the collapse motion which is determined by taking m to 
be a constant. In Fig. 2,R(t)/R0 from (19), which is a direct result of 
this assumption, is shown as a function of t/t^ together with the data 
from the measurements by Gunther and Kreith [9] and by Gunther 
[10]; also plotted on the same graph are the best fits of these data. The 
assumption that m is a constant is fairly good for 0 < t 5 to/4, but is 
less accurate as t ->• to/2. We should also remark that the bubble ve­
locity at the maximum radius for fixed m is not zero while for the 
growing and collapsing bubble R = 0 at the maximum radius. The 
results given by (21) and (22) cannot be compared with any available 
experimental data because none of these deal with collapsing bubbles 
of nucleate boiling. 

A valid solution for a time varying m would be of considerable value 
but it appears to be exceedingly difficult to obtain analytically. For 
a constant point source a solution of the boundary layer type does not 
exist and it appears that the exact solution is quite complicated. 
Presumably, the difficulty in the potential solution for a point source 
arises from the regions of reverse flows so that one does not have a 
monopole potential flow. The existence of such reverse flows can be 
inferred from the exact solutions of the Navier-Stokes equations for 
the viscous flows from a line source in a two-dimensional channel 
[11-13]. 

The analytical model presented here for the microlayer thickness 
has a significant advantage of simplicity. It also gives some useful 
information regarding the variation of the microlayer thickness along 
the solid boundary. We should reiterate that the description of the 
bubble motion by a source or a sink gives the fluid flow only in the 
potential region outside the viscous boundary layer on the solid. A 
legitimate question may be raised concerning the validity of the use 
of a source of constant strength for the bubble growth or a sink of 
constant strength for the collapse. The constant source does not have 
a boundary layer solution, as has been mentioned, presumably because 
the potential flow has regions of reverse flow. In addition, the use of 

. _ - . tV0.046cm, to=0.32msec (Gunther (10]) 
— - — Ro = 0.053cm, to-0.54 msec (Gunther a Kreith [9]) 

R = R0(I - 4 ; )' /3 (Present anolysis) 

Fig. 2 A comparison of R{t) obtained by assuming constant m with exper­
imental data and their best fits 

a constant source does not give a physically acceptable description 
of the corresponding bubble growth since such a description would 
require the growth to begin with a large velocity. The constant sink 
solution is more useful not only because there is a boundary layer 
solution but also because the collapse motion is acceptably described. 
A flaw in the constant sink description of the collapse lies in the 
consequence that the collapse motion does not begin from rest when 
the bubble radius is at its maximum. This initial nonzero velocity 
while small does make an incorrect contribution to the boundary layer. 
The constant sink boundary layer description should be considered 
qualitative, and it presumably tends to overestimate somewhat the 
bubble collapse microlayer thickness. 
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The Influence of Geometric 
Asymmetry on the Flow 
Downstream of Row of Jets 
Discharging Normally into a 
Free Stream 

D. Crabb1 and J. H. Whitelaw1 

Introduction 
The present measurements comprise values of mean velocity and 

the mass concentration of a tracer in the flow downstream of a row 
of jets issuing normally into a free stream. The geometric configura­
tion and velocity ratio are directly relevant to the combustion chamber 
of a gas turbine and the results were obtained to quantify the influence 
of asymmetry in the hole arrangement, on the down-stream mean-flow 
properties. 

The quantification of the influence of nonuniform pitch is of direct 
practical relevance and, also, is important to the development of 
methods for the determination of combustor performance by the 
solution of appropriate three-dimensional equations. A complete 
specification of a flow pattern, for calculation purposes, requires 
knowledge of boundary conditions and it is normally presumed, see 
for example Jones, et al. [1], that flow symmetry exists and corre­
sponds to geometric symmetry. This assumption is imposed in the 
absence of experimental confirmation but, because of limitations of 
computer storage and run time, is probably essential at the present 
time and for some time to come. 

Flow Configuration and Measurement Techniques 
The wind tunnel previously discussed by Kacker and Whitelaw [2] 

was used for the present investigation. It has an area contraction ratio 
of 7.1 with carefully established two-dimensional flow with a free 
stream turbulence intensity of less than 0.6 percent at the present 
free-stream velocity of 12.75 m/s. 

Seven 25.4 mm ID tubes, of 0.76 m length and spaced at two di­
ameters apart, allowed the injection of corresponding jets normal to 
the free stream. The seven jets were arranged across the 0.46 m width 
of the tunnel, which had a height of 0.3 m, and at a distance of 0.15 
m downstream of an emery paper trip. The boundary layer at the 
leading edge of the jet had a thickness, to the 99 percent value, of 
approximately 6 mm. The jets were supplied from a centrifugal fan 
through a screened plenum chamber which resulted in fully-developed 
turbulent flow in the supply tubes. The velocity profiles in the plane 
of the pipe exits were measured, in the absence of the free stream 
velocity, and were each found to be symmetric about two orthogonal 
planes to better than 5 percent of the local velocity values. In addition, 
the centerline velocities of each of the seven jets were within 1 percent 
of the mean of the seven values. The present measurements were 
obtained with the ratio of average jet to free-stream velocity of 2.3. 
The maximum temperature difference between the two flows was less 
than 3°C. 

In all cases, mean velocity values were obtained with a Pitot tube 
with external and internal diameters of 0.87 mm and 0.26 mm re­
spectively. A transducer and time-averaging voltmeter allowed a re­
producibility of measurement of better than ±1 percent. The same 
total head probe was used to pass samples of the wind tunnel air, plus 
a trace of helium which was injected into the central jet or into the 
central three jets, to a Servomex thermal conductivity cell, located 
in a constant-temperature oven. This allowed the measurement of 
the helium concentration to ±2 percent of the maximum value mea­
sured. Gas samples were also obtained through static-pressure holes 
located in the base plate of the tunnel in the manner previously de­

scribed by Rastogi and Whitelaw [3] and in previous papers. The 
volume fraction of injected helium did not exceed 1 percent and, in 
the range of measurements, the calibration indicated that the rela­
tionship between the output voltage of the thermo-conductivity cell 
and helium concentration was linear. 

To allow a controlled and quantitative investigation of the effect 
of the influence of asymmetry, the central pipe was arranged within 
two eccentric rings which permitted its adjustment in relation to its 
immediate neighbours. The present measurements were obtained 
with four locations of the central jet pipe. These corresponded to zero 
eccentricity and to eccentricities of 0.5,0.25 and 0.1 dia. The precision 
of location of the central pipe was better than 0.005 dia. 

Results 
Fig. 1 presents measured values of mean velocity, normalized with 

the freestream velocity, and of mean concentration normalized with 
the concentration of helium in the central pipe which was the only 
pipe with a helium tracer. The results are presented at a downstream 
distance corresponding to 6D from the plane above the central line 
of the holes in vertical planes corresponding to 0.25,1,2 and 3 diam­
eters above the base plate of the wind tunnel. As can be seen, the 

Fig. 1(a) Velocity distributions at X = 6 dia, no eccentricity 
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Fig. 1(6) Concentration distributions at X = 6 dia, no eccentricity 
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profiles are symmetrical within 6 percent of the maximum values of 
normalized velocity and 1% of normalized concentrations and were 
stable. Velocity distributions indicate peaks on either side of the hole 
centreline and indicate that the jets create a blockage to the oncoming 
flow and, as a result, create a downstream wake. This wake is present 
for values of Y/D of 1 but not at Y/D of 3 where the jet has already 
turned into the freestream to create maximum velocities along the 
lines of the hole centers. The concentration distributions indicate that, 
the mass of the tracer is greatest at Y/D of 2 although the forward 
momentum is significantly greater at Y/D of 3. 

Pigs. 2(a) and 2(6) correspond to an eccentricity of 0.5 dia, i.e. the 
central jet was moved 0.5 diameters to one side but in the same lateral 
plane as the other six jets. The four velocity distributions indicate the 
very considerable eccentricity in the mean-velocity field brought 
about by the eccentric location of the central jet. As can be seen, a large 
recirculation zone exists between the two neighbouring jets and ex­
tends beyond 6D downstream. This recirculation region is more than 
twice as long as that found in the immediate wake of a single jet of 
similar size and velocity ratio and implies that the two jets, whose 
centrelines are separated by 1.5 dia, form a large blockage around 
which the freestream flow passes producing a correspondingly wide 
and long downstream wake. Inspite of this, it is clear from Pig. 2(6) 
that the initially eccentric jet has moved rapidly towards the sym­
metric position and that, by 6 dia downstream, the maxima in the 
concentration profile are very close to the symmetric position. 

Eccentricities of 0.5 dia and 0.25 dia (which indicated similar 

trends) are probably significantly greater than in gas turbine practice. 
As a consequence, results were obtained with an eccentricity of 0.1 
dia which is the order of an eccentricity which may occur in gas turbine 
practice. The velocity distributions were significantly eccentric and 
the two closest jets again added as a single source of a downstream 
wake in the region of the potential core of the jets. 

Fig. 3 presents measured values of helium concentration obtained 
through the static pressure holes on the base plate of the wind tunnel 
with the helium tracer in the central three jets. They are presented 
for a symmetric arrangement of holes and for each of the eccentricities 
of the previous figures. It is clear that, although previous concentra­
tion distributions have indicated that the peak values rapidly return 
to a symmetric location, the wall values remain asymmetric at least 
to 8 dia downstream and to all values of eccentricity. 

Concluding Remarks 
The following summary conclusions may be extracted from the 

results of the preceding section. 
1 The mean-flow characteristics downstream of a symmetrically 

arranged row of jets issuing normally into a free stream are symmetric 
and stable. It remains to determine whether this situation will remain 
with opposed rows of symmetrically arranged jets, as found in annular 
jet combustion chambers. 

2 If one of the jets of a single row is eccentrically positioned with 
respect to its neighbors, it will tend to return to a symmetric position 
and will achieve this as far as the maximum value of a conserved scalar 
is concerned. It will, however, result in a large asymmetry in the ve­
locity field and, although the peak of the scalar property may return 
to its symmetric location, the general pattern will remain asymmetric. 
With a pitch-to-diameter ratio of 2 and eccentricities between 0.25 
and 0.5 dia, two jets with the smaller distance between them act as 
a blockage and cause a large region or recirculation immediately 
downstream. With an eccentricity of 0.1 dia, the region of recirculation 
does not exist at 6 dia downstream but the eccentricity in the velocity 
field is, nevertheless, significant. 

Fig. 2(a) Velocity distributions at X = 6 dia, eccentricity = 0.5 dia 

+ o.3 1 

Fig. 2(b) Concentration distributions at X = 6 dia, eccentricity = 0.5 dia 
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3 The results suggest that the asymmetries observed in the exit 
plane of gas turbine combustors are, at least in part, due to asym­
metries in the location of the plunged primary and dilution holes. It 
is also clear that the calculation of gas-turbine combustor performance 
will be significantly in error unless account is taken of asymmetries 
in hole arrangements; it is unlikely that, even if the geometry of an 
asymmetric hole arrangement is unknown a priori, the corresponding 
boundary conditions can be correctly prescribed. 
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Radiant Exchange for a Fin and 
Tube Solar Collector 

T. F. Smith1 and H. Y. Lee2 

Nomenclature 
H = convection to radiation, hlaT\ 
N = conduction to radiation, kt/R^aT? 
Qf = fin heat transfer, qjlLWaTj 
Qt = tube heat transfer, qJirRWoTl/'l 
S = solar energy to radiation, SalaT* 
W = fin width, m 
i\ = dimensionless distance, x/L 
8 = dimensionless temperature, T/Tt 

f = tube radius to fin half length, R/L 

Introduction 
Several contemporary flat plate solar energy collectors are of a 

design similar to that illustrated in Fig. 1. The collectors consist of 
several ducts separated by metallic sheets which act as fins. Current 
flat plate collector models [1, 2] do not adequately describe the col­
lector performance as the tube spacing is decreased. The purposes of 
this study are to examine the heat transfer processes occurring within 
a fin and tube collector as well as the collector thermal efficiency for 
various tube spacings. 

In the analysis, it is assumed that there is perfect thermal contact 
between the fins and the tubes and that the fin is of uniform thickness 
and is sufficiently thin so that a one-dimensional temperature dis­
tribution within the fin can be assumed. The tubes are taken to be 
isothermal. A solar flux normal to the fin surface irradiates uniformly 
both the fin and tube surfaces. The upper surfaces of the collector lose 
energy by two paths. Convective losses are given in terms of a con­
vective heat transfer coefficient which is uniform over the fin and tube 
surfaces and based on air temperature Ta. Radiative losses are the 
result of radiant exchange between the fin and tube as well as with 
a surrounding surface at T s . These temperatures could also be in­
terpreted to represent the lower surface temperature of a cover above 
the fin and tube surfaces. For convenience, all surfaces are black for 
radiant exchange processes. In addition all properties are assumed 
constant and heat losses from the lower fin and tube surfaces are 
negligible. 

1 Associate Professor. Division of Energy Engineering, The University of Iowa, 
Iowa City, Iowa 52242, Mem. ASME. 

2 Graduate Student. Division of Energy Engineering, The University of Iowa, 
Iowa City, Iowa 52242. 
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Analysis 
A steady-state energy balance for a differential fin element may 

be expressed as 

:[H(e-ea) + Qr-s] (i) 
d2e _ 

with boundary conditions of 0(0) = 1 and 0'(1) = 0.N,H and S may 
be interpreted to represent the importance of conduction, convection 
and solar energy relative to the black body emissive power at the tube 
temperature, respectively. In the absence of the radiative term, 
equation (1) may be solved for the fin temperature distribution [1] 
where the convective coefficient is replaced by a top loss coefficient. 
Representative values for the convective coefficient may be obtained 
from the Nusselt number correlations for inclined spaces [3]. The net 
radiant flux loss for equation (1) is obtained from an analysis pre­
sented by Sparrow and Eckert [4] but extended to include a non-zero 
environment temperature and is written as 

4) 
S / 

(2) Qr = 84 ~ 81 - (Fv-i + F ,_ 2 ) ( l 

where the view factors are available from [4]. The fin base heat 
transfer is given as 

Qf = -iVf 20'(O) (3) 

A numerical scheme based on the fourth order Runge-Kutta inte­
gration method with a Newton-Raphson iteration method was em­
ployed to solve for the fin temperature distribution. 

An energy balance on the upper one-quarter portion of the tube 
surface yields 

Qt = H{l-ta) + Qt,r--S 

The tube radiant energy term is [4] 

Qt,r = - (1 
1 /"i 

• * » + - (2-
f Jo 

•0*-0«)(*V-i + *V2)d'/ 

(4) 

(5) 

where the integral is performed by a numerical scheme. 
An important factor which describes the collector thermal perfor­

mance is the collector efficiency defined as the ratio of useful energy 
gained to incident solar energy. The useful energy gained consists of 
two terms related to the fin and tube heat transfer rates. The collector 
efficiency is expressed as 

_-[Qf+QtW2] 
Vc s(i + f) 

As f —• 0 implying small tubes or large separations, the integration 
for the tube radiative loss given by equation (5) is essentially over that 
portion of the fin surface where 8 » 1. The tube heat transfer becomes 
negligible in comparison with that for the fin and the collector effi­
ciency reduces to 

(6) 

Qf/S (7) 

At the opposite extreme of f, where f -»• °°, the tubes are adjacent with 
no intervening fin. Thus, Qf = 0 and the integration in equation (5) 
is discarded. The collector efficiency reduces to 

i) TH 
Vc 1 -

(1-
2 S 

(1 .) (8) 

So Ts 

h,Ta 

7 

a — X — e . 

1 
1 

r»-dx 
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Fig. 1 Schematic diagram of a fin and tube collector 
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3 The results suggest that the asymmetries observed in the exit 
plane of gas turbine combustors are, at least in part, due to asym­
metries in the location of the plunged primary and dilution holes. It 
is also clear that the calculation of gas-turbine combustor performance 
will be significantly in error unless account is taken of asymmetries 
in hole arrangements; it is unlikely that, even if the geometry of an 
asymmetric hole arrangement is unknown a priori, the corresponding 
boundary conditions can be correctly prescribed. 
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Radiant Exchange for a Fin and 
Tube Solar Collector 

T. F. Smith1 and H. Y. Lee2 

Nomenclature 
H = convection to radiation, hlaT\ 
N = conduction to radiation, kt/R^aT? 
Qf = fin heat transfer, qjlLWaTj 
Qt = tube heat transfer, qJirRWoTl/'l 
S = solar energy to radiation, SalaT* 
W = fin width, m 
i\ = dimensionless distance, x/L 
8 = dimensionless temperature, T/Tt 

f = tube radius to fin half length, R/L 

Introduction 
Several contemporary flat plate solar energy collectors are of a 

design similar to that illustrated in Fig. 1. The collectors consist of 
several ducts separated by metallic sheets which act as fins. Current 
flat plate collector models [1, 2] do not adequately describe the col­
lector performance as the tube spacing is decreased. The purposes of 
this study are to examine the heat transfer processes occurring within 
a fin and tube collector as well as the collector thermal efficiency for 
various tube spacings. 

In the analysis, it is assumed that there is perfect thermal contact 
between the fins and the tubes and that the fin is of uniform thickness 
and is sufficiently thin so that a one-dimensional temperature dis­
tribution within the fin can be assumed. The tubes are taken to be 
isothermal. A solar flux normal to the fin surface irradiates uniformly 
both the fin and tube surfaces. The upper surfaces of the collector lose 
energy by two paths. Convective losses are given in terms of a con­
vective heat transfer coefficient which is uniform over the fin and tube 
surfaces and based on air temperature Ta. Radiative losses are the 
result of radiant exchange between the fin and tube as well as with 
a surrounding surface at T s . These temperatures could also be in­
terpreted to represent the lower surface temperature of a cover above 
the fin and tube surfaces. For convenience, all surfaces are black for 
radiant exchange processes. In addition all properties are assumed 
constant and heat losses from the lower fin and tube surfaces are 
negligible. 

1 Associate Professor. Division of Energy Engineering, The University of Iowa, 
Iowa City, Iowa 52242, Mem. ASME. 

2 Graduate Student. Division of Energy Engineering, The University of Iowa, 
Iowa City, Iowa 52242. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 
10,1978. 

Analysis 
A steady-state energy balance for a differential fin element may 

be expressed as 

:[H(e-ea) + Qr-s] (i) 
d2e _ 

with boundary conditions of 0(0) = 1 and 0'(1) = 0.N,H and S may 
be interpreted to represent the importance of conduction, convection 
and solar energy relative to the black body emissive power at the tube 
temperature, respectively. In the absence of the radiative term, 
equation (1) may be solved for the fin temperature distribution [1] 
where the convective coefficient is replaced by a top loss coefficient. 
Representative values for the convective coefficient may be obtained 
from the Nusselt number correlations for inclined spaces [3]. The net 
radiant flux loss for equation (1) is obtained from an analysis pre­
sented by Sparrow and Eckert [4] but extended to include a non-zero 
environment temperature and is written as 

4) 
S / 

(2) Qr = 84 ~ 81 - (Fv-i + F ,_ 2 ) ( l 

where the view factors are available from [4]. The fin base heat 
transfer is given as 

Qf = -iVf 20'(O) (3) 

A numerical scheme based on the fourth order Runge-Kutta inte­
gration method with a Newton-Raphson iteration method was em­
ployed to solve for the fin temperature distribution. 

An energy balance on the upper one-quarter portion of the tube 
surface yields 

Qt = H{l-ta) + Qt,r--S 

The tube radiant energy term is [4] 

Qt,r = - (1 
1 /"i 

• * » + - (2-
f Jo 

•0*-0«)(*V-i + *V2)d'/ 

(4) 

(5) 

where the integral is performed by a numerical scheme. 
An important factor which describes the collector thermal perfor­

mance is the collector efficiency defined as the ratio of useful energy 
gained to incident solar energy. The useful energy gained consists of 
two terms related to the fin and tube heat transfer rates. The collector 
efficiency is expressed as 

_-[Qf+QtW2] 
Vc s(i + f) 

As f —• 0 implying small tubes or large separations, the integration 
for the tube radiative loss given by equation (5) is essentially over that 
portion of the fin surface where 8 » 1. The tube heat transfer becomes 
negligible in comparison with that for the fin and the collector effi­
ciency reduces to 

(6) 

Qf/S (7) 

At the opposite extreme of f, where f -»• °°, the tubes are adjacent with 
no intervening fin. Thus, Qf = 0 and the integration in equation (5) 
is discarded. The collector efficiency reduces to 

i) TH 
Vc 1 -

(1-
2 S 

(1 .) (8) 

So Ts 

h,Ta 

7 

a — X — e . 

1 
1 

r»-dx 

O j B> 

Fig. 1 Schematic diagram of a fin and tube collector 
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For a fin with a large thermal conductivity, N -* «> and 0 = 1. Thus, 
the fin and tube heat transfer terms are respectively evaluated 
from 

Q,,t = Hil - 6a) + (1 - 0S
4) [1 - (Ff-! + Ff-2)] - S (9) 

Qt,t = H(l-ea) + 
2 ( 1 - e4

s) 
1 + - (Ff-! + Ff-2) •S (10) 

where the second subscript on Q denotes the fin at the tube temper­
ature. The view factors are given in [4]. Another limiting case is that 
where surface radiant exchange is neglected [1]. 

R e s u l t s and D i s c u s s i o n 
Before numerical results are presented, it is instructive to examine 

values for the governing parameters as found in a fin and tube solar 
collector. Consider a collector where the following values are appli­
cable: t = 3 mm, L = 150 mm, R = 12.7 mm, k = 380 W/m-K (copper), 
Tt = 70°C, h = 2 W/m2 - K [3], S0 = 900 W/m2and Ta = Ts = 36°C 
(cover temperature). Hence, the dimensionless parameters acquire 
the following values: f = 0.08, N = 3090, H = 0.9, S = 1.1 and 6a = 6S 

= 0.9. For a steel fin where k = 50 W/m-K, N = 400. Recognizing these 
values, results are presented for l / f = 0 to 10, N = 500 and 3030, H 
= 0.5 to 2, S = 0.5 to 2 as well as 6a = 0S = 0.85 to 0.95. The air and 
surrounding surface temperatures were assumed identical as repre­
sentative of the lower surface temperature of a cover. 

As an aid to discussion regarding collector thermal performance, 
representative fin temperature distributions are displayed in Fig. 2 
where results with surface radiant exchange included are applicable 
for H = S = 1 and 6a = 6S = 0.95. Temperature results are also pre­
sented for the analysis where surface radiation is neglected. For these 
latter results, a value of H = 4 was found to produce nearly identical 
temperature distribution as for results with N = 3030, H = 1 and 
where surface radiation is included. For the high conductance fin, tube 
spacings less than 2R yield nearly uniform fin temperatures. Thus, 
fin and tube heat transfer rates may be calculated from equations (9) 
and (10). A fin with a low conductance yields relatively large tem­
perature variations sufficient to reduce collector efficiency as dis­
cussed later. Temperature results where surface radiation is neglected 
illustrate that the convective coefficient must be increased by a factor 
of four to account for neglection of radiation. However, as will be ex-
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amined later, even though the fin temperature distributions are nearly 
identical, collector efficiencies differ significantly. 

Collector efficiehces are illustrated in Fig. 3 for several values 
of the parameters. The overall trend of collector efficiency is to in­
crease with tube spacings for small values of l / f followed by a de­
creasing behavior as the tube spacing is increased further. The max­
imum efficiency appears at smaller tube spacings for the higher ef­
ficiencies and generally occurs at tube spacings (2L) between 8 and 
20fi. The lower efficiency for nearly adjacent tubes is attributed to 
the increased importance of tube surface area in determining con­
vective losses even though the radiant exchange between two tubes 
is increasing. The decrease in efficiency with large tube spacings is 
the result of increased fin conductive resistance. 

The influence of the various parameters may be examined by first 
considering efficiencies for H = S = 1 where N = 500 and 3030. For 
small tube spacing, the efficiency is insensitive to fin conductance but 
this changes drastically particularly when l /f = 10 where the effi­
ciency drops from 0.73 to 0.59. Thus, unless small tube spacings are 
designed into the collector, a fin with low thermal conductivity should 
be avoided from a thermal design criterion. The effect of H is as ex­
pected where a suppression of convective transfer produced higher 
efficiencies. Reduction of H from 1 to 0.5 yields about three percent 
gain in efficiency. An increase in solar energy produces higher ef­
ficiencies even though the fin temperature increases. As illustrated 
by results for N = 3030 and H = S = 1 with 6a-6a = 0.85, 0.90 and 
0.95, collector efficiencies are found to be very sensitive to the values 
for the surrounding temperatures. This illustrates the importance 
of a properly designed collector cover system. 

In order to illustrate the importance of including radiative effects, 
efficiency results are presented in Fig. 4 when surface radiation is 
neglected as well as for the comprehensive model where H = S = 1. 
For the convection only model, efficiencies are shown for H = 1,2 and 
4 where the latter value of H produces efficiencies similar to those 
where surface radiation is included. At small tube spacings, the ef­
ficiencies with radiation included do not decrease as rapidly with 
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186 / VOL 101, FEBRUARY 1979 Transactions of the ASME 
Downloaded 21 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1.0 

0.9 

>-
O 
z 
UJ 
o 
iZ 
u. 
UJ 

cr 
o 
r-
O 
UJ 
_J 
_1 
o 
o 

0.8 — 

0 . 7 ^ 

0.6 

0.5 — 

0 . 4 

H = 1 

N=3030 
S= 1 
9n = ©<= = 0.95 

with surface radiation 

— without surface radiation 

_ i _ _t_ _i_ _L 
0 2 4 6 8 10 

TUBE HALF SPACING TO RADIUS, 1/? 

Fig. 4 Collector efficiencies with and without surface radiation 

decreasing tube spacing as those for only convection. This finding is 
attributed to the radiant exchange between tubes for the smaller tube 
spacings. For adjacent tubes, the radiant trapping effect produces 
efficiencies which are higher by about five percent. For the larger tube 
spacing, it was shown in Fig. 2 that the fin temperature profiles nearly 
coincide with results for H = 1 (radiation) and H = 4 (no radiation). 
However, the efficiency for the latter results is higher by about three 

percent. The lower efficiency for the results with radiation is due to 
the radiation emission being proportional to the fourth power of 
temperature. The benefits of a selective coating applied to reduce the 
absorber infrared emittance is also illustrated by results in Fig. 4 for 
H = 1 with and without surface radiation. The latter results represent 
the limit of zero emittance and yield highest efficiencies. For a tube 
spacing of 2, the efficiency increases from 0.75 for a black absorber 
panel to 0.94 when surface radiation is suppressed. 

C o n c l u s i o n s 
An analysis has been presented to examine the radiant exchange 

phenomenon found in a fin and tube solar energy collector. The 
analysis demonstrates that the collector efficiency depends upon the 
tube spacing to radius ratio, fin conductance, convective coefficient, 
absorbed solar energy and air and surrounding surface temperatures 
which are employed to calculate convective and radiative losses. The 
collector efficiency was found to increase with tube spacing and then 
decrease as a result of increased fin conductive resistance. The model 
illustrated that accounting for surface radiation exchange yielded 
higher collector efficiencies at small tube spacings than those when 
surface radiation is neglected. Maximum collector efficiencies were 
found to occur for tube spacing to radius ratios between 8 and 20. 
Furthermore, the efficiencies were particularly sensitive to the values 
of air and surrounding surface temperatures. 
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Heat Transfer and Fluid 
Flow Analysis of 
Interrupted-Wall Channels, 
with Application to Heat 
Exchangers1 

R. K. Shah.2 Heat transfer and flow friction characteristics of 
compact heat exchanger surfaces are mainly determined experi­
mentally. Theoretical/analytical solutions that are available are 
primarily useful only for continuous cylindrical passage type compact 
surfaces. The authors of this paper are the first investigators to ana­
lyze the complex flows and heat transfer in one type of interrupted 
wall compact surface which is referred to as strip fin, serrated fin or 
offset fin.3 Analyses of this type are long needed and are most wel­
come. My congratulations to the authors for their very fine and 
practical paper. 

As the authors have clearly mentioned in their Introduction, the 
heat transfer coefficients in the entrance region of a duct are sub­
stantially higher than those at locations further downstream. This 
fact has motivated having heat exchanger surfaces interrupted in the 
flow direction. It is a common presumption that the shorter the in­
terrupted length, the higher the performance of the surface and 
subsequently of the exchanger. The reduction in the strip length is 
presently limited by the manufacturing technology, although sig­
nificant advances have been made by the industry in the past dec­
ade. 

One simple way to predict the heat transfer performance of the strip 
fin may be the use of the conventional plain duct thermal entry length 
solutions. The idealizations made in such solutions are: uniform 
temperature profile and uniform (or developed) velocity profile at 
the start of each strip fin and the conventional boundary layer growth 
over it. The applicable theoretical mean Nusseit numbers correspond 
to those for the entrance region of a plain duct of length L. In Fig. 10, 
such Num_r for the constant wall temperature boundary condition 
are plotted as a function of L* = L/(iH Re Pr) for parallel plates for 
two flow conditions: developing velocity profiles, and fully developed 
velocity profiles [10]. Superimposed are Nup from Table 1 of the paper 
for the periodic fully developed flow, and N u m j (=7.541) for the fully 
developed flow through parallel plates. The following observations 
may be made from this figure: 

1 For L* > 0.017, the strip length mean Nusseit numbers asso­
ciated with a periodic fully developed flow are greater than those for 
a simultaneously developing flow for parallel plates. The augmenta­
tion characteristics of the interrupted wall is clearly seen in this re­
gion. 

2 As expected, periodic fully developed Nup are always greater 
than 7.541 for the stable fully developed flow through parallel 
plates. 

1 By E. M. Sparrow, B. R. Baliga, and S. V. Patankar, published in the Feb. 
1977 issue of the ASME JOURNAL OF HEAT TRANSFER, Vol. 99, pp. 4-11. 

2 Technical Director of Research, Harrison Radiator Division, General Motors 
Corporation, Lockport, NY 14094, Member ASME. 

3 They have idealized a two-dimensional problem considering the fin height 
as infinity and the fin efficiency as 100 percent. 

3 For L* < 0.0005, Nup for periodic fully developed flow are lower 
than those for the thermal entrance mean Nusseit numbers for par­
allel plates having a fully developed velocity profile. This is because 
of the differences in the temperature fields. The periodic fully de­
veloped region is thermally saturated, while the plain duct thermally 
developing region is unsaturated. 

4 For a given RePr, the reduction in L/H increases the Nusseit 
numbers for the periodic fully developed flow; however, the increase 
diminishes and approaches an asymptotic value for lower values of 
L*. 

This last observation is very significant from an industrial view­
point. This essentially contradicts the presumption mentioned earlier. 
There does not appear to be an advantage to reduce the strip length 
below certain value for a given application. From Fig. 10, an engineer 
should be able to decide himself for his application what is the opti­
mum minimum strip length L from the heat transfer and manufac­
turing considerations. 

In the analysis, I believe that the authors have neither considered 
the effect of vortices generated at the leading and trailing edges of the 
strips nor the effect of unstable laminar wake region downstream of 
the strips. If the vortices sweep the significant portion of the strip 
length, the boundary layer growth (considered in the analysis) may 
be only over a small portion of the strip. Hence, the applicability of 
the asymptotic Nup of Fig. 10 (for the periodic fully developed flow) 
is questionable in a strip-fin heat exchanger. Would the authors 
comment on the qualitative effects of the neglected factors. Would 
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Fig. 10 A comparison of laminar mean Nusseit numbers for the plain duct 
thermal entrance region with those for periodic fully developed flow 
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the authors also provide an approximate quantitative number for the 
accuracy of the numerical results. 

Based on the authors' results of Figs. 8 and 9, the fully developed 
periodic flow is achieved at x/L = 4 and 30 for Re = 200 and 1600 re­
spectively for L/H = 1. Would the authors first quantitatively define 
the periodic fully developed flow, and then provide the tabular values 
of x/L as functions of L/H and Re for L/H = 0.2,0.5,1,2 and 5, and 
the covered range of Re. 

A research task remains further refining the analytical model to 
correlate better the performance of interrupted wall surface with the 
experimental results. Subsequently, the more complex heat exchanger 
surfaces could be analyzed. In the meanwhile, this paper by Prof. 
Sparrow and his colleagues serves as a reminder that the flow and heat 
transfer phenomena in a compact heat exchanger are too complex to 
analyze. A better quantitative understanding of the flow phenomena 
is essential for better correlations and improved heat exchanger de­
sign. 

Additional Reference 
10 Shah, R. K., and London, A. L., Laminar Flow Forced Conuection in 

Ducts, Supplement 1 to Advances in Heat Transfer Series, Academic Press, 
New York, 1977. 

Authors' Closure 

We are appreciative of the perspectives conveyed by Dr. Shah's 
Discussion. With regard to the role of vortices and wakes, there are, 
assuredly, conditions where they will affect both the heat transfer and 
friction. On the other hand, there are conditions for which no signif­
icant effect will be felt. Perspectives on these conditions are conveyed 
in references [11] and [12]. In connection with the identification of 
the periodically developed regime in Figs. 8 and 9, there is consider­
able latitude depending on the selected criterion. Since all portions 
of a velocity or temperature profile do not develop with equal rapidity, 
there are various criteria that can be employed. It was for this reason 
that we did not quote development lengths in the paper. 

Additional References 
11 Kottke, V., Blenke, H., and Schmidt, K. G., "The Influence of Nose 

Section and Turbulence Intensity on the Flow Around Thick Plates in Parallel 
Flow," Warme- und Stoffubertragung, Vol. 10,1977, pp. 159-174. 

12 Loehrke, R. I., Roadman, R. E., and Read, G. W„ ASME Paper 76-
WA/HT-30, American Society of Mechanical Engineers, New York, N.Y., 
1976. 

Calculation of Shape Factors 
between Rings and Inverted 
Cones Sharing a Common 
Axis1 

D. A. Nelson.1 In a recent note, Minning presented analytical 
results for the shape factor between inverted conical frustrums and 
a differential element or ring. These results should be very useful for 
rapid estimation of radiation from rocket plumes or flares but should 
find other applications as well. 

The purpose of this discussion is to point out how one of Minning's 
results can be generalized. In his analysis of the inverted conical 
frustrum, Minning has chosen to express his results in terms of four 
variables—the cone half angle fi, the height of the frustrum h, the 
radial location of the differential element p, and the vertical distance 
from the differential element to the extended frustrums' vertex s. In 
my view, this last choice is not the natural one and indeed it obscures 
the generality of the result expressed by equation (7). The author has 
also introduced a source of possible confusion by requiring that s be 
negative in that equation. 

It appears that a better choice of variable would be the radius of 
the frustrum in the plane of the element or ring, which is given by r 
= —s tan fi. If s is thereby eliminated from equation (7) in favor of r, 
then it becomes clear that the cone half angle is not restricted to 
positive values but can be anywhere within the range - t a n - 1 (r/h) 
S fi < TT/2. Now, however, one must interpret the cone half angle as 
the absolute value of fi, whereas fi itself is an angular coordinate. When 
it is positive, the frustrum opens in the upward direction or is inverted 
as discussed by Minning. When fi is negative, the direction of opening 
is downward, thus the frustrum is in an upright orientation. The 
particular value fi = —tan-1 (r/h) yields the upright cone configura­
tion. Minning's equation (7) then, when properly interpreted, is valid 
for the complete range of shape factors between conical frustrums and 
a differential element (or ring) located in a plane which intersects the 
conical surface. The use of shape factor algebra, of course, extends 
the geometric configurations to which this result can be applied. 

With respect to this latter point, one may note, as was done for a 
cylinder by Sparrow, et al. [1] that the shape factor in question can 
be considered as the sum of two parts—one being a circular segment 
and, in this case, the other being a tilted triangular plate frustrum. 

1 By C. P. Minning, published in the August, 1977 issue of the JOURNAL OP 
HEAT TRANSFER, Vol. 99, No. 3, pp. 492-494. 

2 The Aerospace Corporation, El Segundo, CA 90245. 

Since the former is known [2], the latter can be readily obtained and 
subsequently expressed in variables more suitable for that configu­
ration. This, of course, introduces new possibilities too numerous to 
mention. 

Finally, since Minning does not mention any analytical checks of 
his result, it is pointed out that, when /3 = 0, it reduces to a form 
equivalent to that for the cylinder [1]. 

Additional References 
1 Sparrow, E. M., Miller, G. B., and Jonsson, V. K., "Radiating Effectiveness 

of Annular-Finned Space Radiators, Including Mutual Irradiation between 
Radiator Elements," Journal Aerospace Sciences, Vol. 29, 1962, pp. 1291-
1299. 

2 Sparrow, E. M., "A New and Simpler Formulation for Radiative Angle 
Factors," ASME JOURNAL OF HEAT TRANSFER, Vol. 85,1963, pp. 81-88. 

Author's Closure 

I appreciate Dr. Nelson's pointing out that the applicability of 
equation (7) is broader than originally indicated in my paper. I also 
agree with his contention that my original choice of variables is not 
the most convenient for the applications he has in mind. However, 
from the standpoint of clarity and visualization of the geometry, I find 
the use of both positive and negative values of fi to be no less confusing 
than the use of both positive and negative values of s. 

An alternate expression that avoids this confusion can be derived 
by substitution of the relation r = —s tanjtf, as suggested by Dr. Nelson, 
and the relation a = (7r/2) — fi into equation (7). The result is as fol­
lows: 

?dAi-A2 • 
° s « , T, ^ / l + cot2«1 1 ,[+/p + r~\ 

Tan -1 h V — + - T a n - 1 V '-
TV L pA — rl \ v L p - r J 

(h co t« + r)2 - p2 - h2 

• 4p2(h cot « + r)2 irV[(7i cot a + r)2 + p2 + h2]2 • 

- /[(/i cot « + r) + pT2" 
X T a n - C )̂] [(h cot a + r) — 

In this expression, a is the angle between the plane of dAi and the 
sloping side of the conical frustrum. Values of a are always positive 
and lie in the range 0 < « < TT. For 0 < « < 7r/2, the frustrum opens 
upward away from the plane of dA\. For 7r/2 < a < w, the frustrum 
opens downward toward the plane of dAi. The special case, a = it 12, 
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the authors also provide an approximate quantitative number for the 
accuracy of the numerical results. 

Based on the authors' results of Figs. 8 and 9, the fully developed 
periodic flow is achieved at x/L = 4 and 30 for Re = 200 and 1600 re­
spectively for L/H = 1. Would the authors first quantitatively define 
the periodic fully developed flow, and then provide the tabular values 
of x/L as functions of L/H and Re for L/H = 0.2,0.5,1,2 and 5, and 
the covered range of Re. 

A research task remains further refining the analytical model to 
correlate better the performance of interrupted wall surface with the 
experimental results. Subsequently, the more complex heat exchanger 
surfaces could be analyzed. In the meanwhile, this paper by Prof. 
Sparrow and his colleagues serves as a reminder that the flow and heat 
transfer phenomena in a compact heat exchanger are too complex to 
analyze. A better quantitative understanding of the flow phenomena 
is essential for better correlations and improved heat exchanger de­
sign. 

Additional Reference 
10 Shah, R. K., and London, A. L., Laminar Flow Forced Conuection in 

Ducts, Supplement 1 to Advances in Heat Transfer Series, Academic Press, 
New York, 1977. 

Authors' Closure 

We are appreciative of the perspectives conveyed by Dr. Shah's 
Discussion. With regard to the role of vortices and wakes, there are, 
assuredly, conditions where they will affect both the heat transfer and 
friction. On the other hand, there are conditions for which no signif­
icant effect will be felt. Perspectives on these conditions are conveyed 
in references [11] and [12]. In connection with the identification of 
the periodically developed regime in Figs. 8 and 9, there is consider­
able latitude depending on the selected criterion. Since all portions 
of a velocity or temperature profile do not develop with equal rapidity, 
there are various criteria that can be employed. It was for this reason 
that we did not quote development lengths in the paper. 

Additional References 
11 Kottke, V., Blenke, H., and Schmidt, K. G., "The Influence of Nose 

Section and Turbulence Intensity on the Flow Around Thick Plates in Parallel 
Flow," Warme- und Stoffubertragung, Vol. 10,1977, pp. 159-174. 

12 Loehrke, R. I., Roadman, R. E., and Read, G. W„ ASME Paper 76-
WA/HT-30, American Society of Mechanical Engineers, New York, N.Y., 
1976. 

Calculation of Shape Factors 
between Rings and Inverted 
Cones Sharing a Common 
Axis1 

D. A. Nelson.1 In a recent note, Minning presented analytical 
results for the shape factor between inverted conical frustrums and 
a differential element or ring. These results should be very useful for 
rapid estimation of radiation from rocket plumes or flares but should 
find other applications as well. 

The purpose of this discussion is to point out how one of Minning's 
results can be generalized. In his analysis of the inverted conical 
frustrum, Minning has chosen to express his results in terms of four 
variables—the cone half angle fi, the height of the frustrum h, the 
radial location of the differential element p, and the vertical distance 
from the differential element to the extended frustrums' vertex s. In 
my view, this last choice is not the natural one and indeed it obscures 
the generality of the result expressed by equation (7). The author has 
also introduced a source of possible confusion by requiring that s be 
negative in that equation. 

It appears that a better choice of variable would be the radius of 
the frustrum in the plane of the element or ring, which is given by r 
= —s tan fi. If s is thereby eliminated from equation (7) in favor of r, 
then it becomes clear that the cone half angle is not restricted to 
positive values but can be anywhere within the range - t a n - 1 (r/h) 
S fi < TT/2. Now, however, one must interpret the cone half angle as 
the absolute value of fi, whereas fi itself is an angular coordinate. When 
it is positive, the frustrum opens in the upward direction or is inverted 
as discussed by Minning. When fi is negative, the direction of opening 
is downward, thus the frustrum is in an upright orientation. The 
particular value fi = —tan-1 (r/h) yields the upright cone configura­
tion. Minning's equation (7) then, when properly interpreted, is valid 
for the complete range of shape factors between conical frustrums and 
a differential element (or ring) located in a plane which intersects the 
conical surface. The use of shape factor algebra, of course, extends 
the geometric configurations to which this result can be applied. 

With respect to this latter point, one may note, as was done for a 
cylinder by Sparrow, et al. [1] that the shape factor in question can 
be considered as the sum of two parts—one being a circular segment 
and, in this case, the other being a tilted triangular plate frustrum. 

1 By C. P. Minning, published in the August, 1977 issue of the JOURNAL OP 
HEAT TRANSFER, Vol. 99, No. 3, pp. 492-494. 

2 The Aerospace Corporation, El Segundo, CA 90245. 

Since the former is known [2], the latter can be readily obtained and 
subsequently expressed in variables more suitable for that configu­
ration. This, of course, introduces new possibilities too numerous to 
mention. 

Finally, since Minning does not mention any analytical checks of 
his result, it is pointed out that, when /3 = 0, it reduces to a form 
equivalent to that for the cylinder [1]. 

Additional References 
1 Sparrow, E. M., Miller, G. B., and Jonsson, V. K., "Radiating Effectiveness 

of Annular-Finned Space Radiators, Including Mutual Irradiation between 
Radiator Elements," Journal Aerospace Sciences, Vol. 29, 1962, pp. 1291-
1299. 

2 Sparrow, E. M., "A New and Simpler Formulation for Radiative Angle 
Factors," ASME JOURNAL OF HEAT TRANSFER, Vol. 85,1963, pp. 81-88. 

Author's Closure 

I appreciate Dr. Nelson's pointing out that the applicability of 
equation (7) is broader than originally indicated in my paper. I also 
agree with his contention that my original choice of variables is not 
the most convenient for the applications he has in mind. However, 
from the standpoint of clarity and visualization of the geometry, I find 
the use of both positive and negative values of fi to be no less confusing 
than the use of both positive and negative values of s. 

An alternate expression that avoids this confusion can be derived 
by substitution of the relation r = —s tanjtf, as suggested by Dr. Nelson, 
and the relation a = (7r/2) — fi into equation (7). The result is as fol­
lows: 

?dAi-A2 • 
° s « , T, ^ / l + cot2«1 1 ,[+/p + r~\ 

Tan -1 h V — + - T a n - 1 V '-
TV L pA — rl \ v L p - r J 

(h co t« + r)2 - p2 - h2 

• 4p2(h cot « + r)2 irV[(7i cot a + r)2 + p2 + h2]2 • 

- /[(/i cot « + r) + pT2" 
X T a n - C )̂] [(h cot a + r) — 

In this expression, a is the angle between the plane of dAi and the 
sloping side of the conical frustrum. Values of a are always positive 
and lie in the range 0 < « < TT. For 0 < « < 7r/2, the frustrum opens 
upward away from the plane of dA\. For 7r/2 < a < w, the frustrum 
opens downward toward the plane of dAi. The special case, a = it 12, 
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corresponds to a vertical cylinder. For ir/2 < a < ir, this expression 
is comparable to the analytical results derived by Holchendler and 
Laverty [1] for the same geometry. 

Another interesting case is the situation where p = r. Here the al­
ternate expression reduces to 

FdAi-Ai = ~ [1 + cos a] 

where it is seen that for a = ir/2, F^AI-A2 = 0.5, which is the well-
known result for a circular cylinder. 

Additional References 
1 Holchendler, J. and Laverty, W. F., "Configuration Factors for Radiant 

Heat Exchange in Cavities Bounded at the Ends by Parallel Disks and Having 
Conical Centerbodies," ASME JOURNAL OF HEAT TRANSFER, Vol. 96, No. 
2,1974, pp. 254-257. 
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